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In this talk, I will introduce our project: FaceMaskGPT. This work explores how we 
can build a rule-aware visual reasoning pipeline using ComfyUI and LLaMA 3.2 to 
automatically assess face mask compliance based on online guidance. 

Our motivation stems from two key problems: First, can large vision-language models 
understand real-world compliance rules, such as those from WHO or CDC? And can 
these models apply those rules to images to decide whether someone is wearing a mask 
correctly? 

We also address a challenge in generative models: Hallucination. These generative 
models generate answers for the questions that are plausible but untrue. Our goal is to 
build a system that learns rules automatically, applies them to image-based reasoning, 
and produces grounded, explainable outputs. 

The core task we aim to solve is this: Given an input image, can the model judge 
whether the mask-wearing is correct, based on rules from the real world? To do this, we 
use LLaMA 3.2, a powerful multimodal model that can process both images and text. 
We enhance it with rules retrieved either live from the web or from a local knowledge 
base we built. Since hallucinations can occur when a model lacks external grounding, 
our solution includes both prompt-level control and rule injection, so the model always 
has something solid to base its answer on. 

We thus discuss that how the full system works, built in ComfyUI, a visual workflow 
environment. We start with an image input. It passes through an NSFW Detection 
module. If the image contains sensitive content like violence or nudity, it is 
automatically replaced with a “CONTENT SENSITIVE” placeholder image. If safe 
enough, the image is then sent into our YOLOv11 object detection module, which 
identifies people and whether they appear to be wearing masks. Meanwhile, the system 
retrieves mask compliance rules — either from the internet (such as WHO or CDC 
websites), or from our local rule-based knowledge base. We hence combine the 
detection results and rule information into a structured prompt, which is passed to 
LLaMA 3.2. The model take use of both the image and the rules to reason about 
compliance. Finally, a post-filtering step can be applied to detect or suppress 
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hallucinated or unsafe output. 

We input an image showing four people. YOLOv11 detects three people wearing masks. 
At the same time, the system retrieves a WHO guideline: “Masks must cover the nose, 
mouth, and chin.” We generate a prompt:“Analyze the image and answer the following 
questions:- Is the person wearing a mask?- If the mask is visible, is it worn correctly?” 
The LLaMA model answers:“The person is wearing a mask incorrectly. The mask only 
covers the mouth.” This answer is interpretable, safe, and grounded — because the 
model was provided both factual visual input and rule-based textual context. 

Our early experiments show promising results: The system generates clear, 
interpretable answers; It helps reduce hallucinations by anchoring the model in external 
rules and visual detection results; The ComfyUI-based design makes every module 
transparent, replaceable, and extensible — so researchers can easily update components 
like the detection model or the rule source. This makes the system a strong candidate 
for trustworthy compliance analysis. 

Therefore, we plan to expand the system in three main ways: We’re exploring YOLOE, 
a real-time object detection model that supports open-vocabulary detection. This would 
allow us to handle more diverse scenes with better speed and flexibility. We plan to 
extend the system to video stream analysis, so it can process continuous footage, such 
as live camera feeds in hospitals or public venues — enabling real-time monitoring. We 
want to generalize this pipeline to other compliance-related scenarios — for example, 
in sports environments like basketball to check jersey compliance, or in industrial sites 
to verify helmet and PPE usage. 
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