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Summary 
Computer-assisted breast cancer diagnosis has emerged as a promising approach to 
enhance the accuracy and efficiency of breast cancer classification. However, the 
question of how to effectively utilise both magnetic resonance imaging (MRI) and 
electronic health record (EHR) data in the model to enhance prediction accuracy 
remains unanswered. In this paper, we present a new attention-based multimodal 
model for breast cancer classification. In the proposed model, inspired by attention 
blocks in transformer architecture, we innovatively adapt EHR-guided attention at mid 
and late stage of modality fusion highlighting the complementary strength of different 
modality data. We compare performance on two breast cancer datasets with other 
fusion methods and multimodal models, the experimental result shows that our model 
achieved better accuracy on both datasets and has potential to assist real-world 
clinical decisions. 

Background 
Breast cancer is a devastating disease with a profound global impact. In clinical 
practices, doctors made diagnosis decisions based on risk factors combined with 
mammography results such as Magnetic Resonance Imaging (MRI). With the 
development of digital image processing and deep learning methods, there’re a lot of 
promising improvements in diagnosis accuracy [1,2]. While applying deep learning 
models to these tasks, past work typically only includes single modality data or late-
stage fusion of modalities [3,4]. The potential of cross-modal information is not 
efficiently leveraged in these models. Building upon previous research work in medical 
image processing and fusion methods, the focus of this paper is on a multimodal fusion 
model that enhances diagnostic accuracy on breast cancer datasets. 

Methodology 
In this research paper, we present a new multimodal model for breast cancer risk 
prediction. To learn the representation for each MRI image in the encoder layer, we 
make use of self-supervised contrastive learning methods (SimCLR) [5]. Multi-
Instance Contrastive Learning (MICLe) [6] is applied in the embedding layer to 
maximize the mutual information between MRI images from the same patient.   
In the fusion layer, we take advantage of Multimodal Adaptation Gate (MAG)  [7] to 
learn the attention weights for each modality.  In the middle fusion stage, the EHR-
guided Transformer was conducted by using architecture of Attention Bottleneck [8]. 
With regard to the architecture details, Figure 1 shows the pseudocode of the 
proposed model of this paper. Regarding our experiments, we chose two open 
datasets. Duke-Breast dataset [9] contains 922 samples of clinical data for 
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retrospective breast cancers including MRI images and non-image EHR data. The MRI 
data in this dataset has both CC and MLO view for each patient. The non-image data 
includes demographic, clinical, pathology, genomic, treatment clinical records. VinDr 
Mammo Dataset [10] capsulates 5,000 mammography exams and 20,000 samples of 
mammography results. This dataset also compasses Breast Imaging Reporting and 
Data System (BIRADS) data for each patient. In the model training, we are use of 10-
fold validation to get average results as an evaluation matrix. The performance metric 
is the area under the receiver operating characteristic curve (AUROC). 

 
Figure 1 The proposed algorithm 
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Results  
In our experiments, we compare the model performance on Duke-Breast dataset and 
VinDr Mammo Dataset.  The baseline includes the image-only model, the early fusion 
method, the late fusion approach and two recent LLM multimodal classification models 
which are pretrained on medical dataset. As the result shows in Table 1, our model is 
more effective than others in multimodal breast cancer diagnosis. 
 

Table 1 Our experimental results  
 

 

Conclusion 
In this paper, we proposed a novel model for breast cancer prediction and evaluated 
its performance against several baseline models. The results demonstrated that our 
model significantly outperforms the baseline models on both the Duke Breast Cancer 
and Vindr Mammo dataset. Our analysis also highlighted the importance of modality 
fusion methods. The proposed model is a promising tool for breast cancer prediction, 
with potential for further improvements through enhanced training data, fusion 
methods, and integration with the existing clinical risk models. 
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