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Abstract. In this paper, utilizing a multiscale training dataset, YOLOv8 demon-
strates rapid inference capabilities and exceptional accuracy in detecting visual
objects, particularly smaller ones. This outperforms transformer-based deep
learning models, makes it a leading algorithm in its domain. Typically, the effi-
cacy of visual object detection is gauged by using pre-trained models based on
augmented datasets. Yet, for specific situations like table tennis matches and
coaching sessions, fine-tuning is essential. Challenges in these scenarios include
the rapid ball movement, color, light conditions, and bright reflections caused by
intense illumination. In this paper, we introduce a motion-centric algorithm to the
YOLOv8 model, aiming to boost the accuracy in predicting ball trajectories,
landing spots, and ball velocity within the context of table tennis. Our adapted
model not only enhances the real-time applications in sports coaching but also
showcases potential for applications in other fast-paced environments. The ex-
perimental results indicate an improvement in detection rates and reduced false
positives.
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1 Introduction

Deep learning has gained applications in sports competitions, particularly in tasks such
as determining the placement of balls in table tennis. This shows inherent challenges in
table tennis, such as the diminutive size and subtle texture patterns of table tennis balls.
Compared to other sports, table tennis balls can be hard to distinguish from background
textures, complicating the process of determining the landing points and velocities.

In addressing the complexities associated with detecting and identifying visual ob-
jects in fast-moving environments such as table tennis, the selection of the most optimal
model emerges as an indispensable step. Currently, deep learning predominantly fea-
tures in two mainstream ways: YOLOvVS algorithm [1] and transformer-based algo-
rithms [2] for computer vision tasks. While the solutions for the dynamic and real-time
requirements of table tennis training and actual competitions, the speed of real-time
object detection becomes paramount. This elevates inference time to a critical determi-
nant in algorithm selection process.

Among the contenders, YOLOVS distinctively stands out. Not only is it more stream-
lined, but it also boasts a markedly rapid inference time, making it a preferable choice



over many transformer-based algorithms. To provide a holistic understanding of
YOLOVS efficacy, this paper embarks on a comparative analysis with DETR (End-to-
End Object Detection with Transformers), a flagship representation of transformer-
based algorithms. This comparison underscores the relative advantages of YOLOvVS
model, particularly spotlighting its superior performance in inference speed and profi-
ciency in detecting small objects. Beyond just its speed, the YOLOv8 model is under-
pinned by a cutting-edge architectural design coupled with avant-garde training meth-
odologies. These components synergize to achieve heightened precision in localizing
and recognizing diminutive objects within images, even in the most challenging sce-
narios. This positions YOLOVS as not just an alternative, but potentially the future
standard in object detection for real-time applications.

The solid color of table tennis balls can cause them to be mistaken for light sources.
We observed many instances where background items were misidentified as balls, neg-
atively impacting detection rates. To address this, we've integrated a module that fo-
cuses on motion patterns in constancy of the balls. This module employs background
subtraction to differentiate between static background and moving foreground ele-
ments, based on the parameters detailed in this paper. This approach enhances density
estimation, clustering similar data together. Once the background is removed from the
video sequence, the ball path is evident through aiding the YOLOv8 model in extracting
visual cues and predicting outcomes.

High-speed cameras can potentially mitigate motion blur challenges faced when cap-
turing swift moving balls in table tennis. Still, the inference time of YOLOv8 model
struggles to match the speed of digital cameras. To ensure proper detection, the training
dataset must accommodate various ball shapes, including the distortions from motion
blur. Adjusting the camera speed in frame per second can provide a more diverse train-
ing dataset for the model.

Measuring the actual velocity of a table tennis ball in the entails determining its
three-dimensional path, emphasizing on the importance of object distance. While Lidar
can detect small and reflective objects like the table tennis balls, inaccuracies can arise
due to the laser interaction with such surfaces. Camera calibration presents a more re-
liable method for determining the ball depth across successive frames.

Properly pinpointing where the ball lands on the table mandates precise detection,
especially on the table surface. Traditional evaluation methods, such as comparing pre-
dicted bounding boxes with ground truth boxes, may not be sufficient. Thus, we pro-
pose a novel evaluation method focusing on the landing point of the balls on the table.

This paper systematically delves into literature reviews, methodologies, outcomes,
discussions, and conclusions. It comprehensively covers model structures, experi-
mental strategies, and algorithm deployment.

2 Literature Review

The velocity that a flying ball in table tennis games is the specific feature. This fast-
moving object which generated by the players’ explosive power of swinging the bat
and hitting a ball is a challenge in computer vision. By considering the speed factors,



the landing spot where a player hits the ball on the table is also an evaluation of playing
skills.

A prior study highlighted the formidable challenge of ball detection within the realm
of computer vision, attributed to diminutive size and swift motion of the balls [3], even
YOLOVS model struggles with a variation of aspect ratio and accurately detects balls
due to fast motion. While an anchor-free approach was proposed to counter this issue
during the evolution of YOLO models. This challenge in detecting such balls is still
difficult as the state-of-the-art algorithm. Nonetheless, the limitations may not only
stem from false positives by using anchor-free algorithms, but the small size of sports
balls could also cause to a significant influence.

A valuable reference was dedicated to track moving or airborne objects. In 2022, a
method employing LSTM in deep learning and simple physical motion models cor-
rected deviations, through establishing a binocular vision-based trajectory extraction
system for table tennis that relies on digital cameras [4]. The visual feature extraction
was completed by using MobileNet and SSD models, a compromise between resource-
constrained environments and accuracy. Nevertheless, it falls compared to the pyramid
feature network in YOLOVS architecture, particularly for challenging datasets and
small visual objects.

After reviewed the video footages of 2017 Summer Universiade Men's Singles Fi-
nal, persisting in achieving precise recognition and positioning of high-speed, small
balls was considered a challenge [5]. The TrackNet model, built upon deep learning,
can identify balls from single frames with blurred images and lingering trails, even
unable to be seen from a visual perspective. However, the performance of TrackNet
model heavily hinges on training data it encounters, potentially faltering if exposed to
visual objects or environments deviating significantly from the training data.

VAR (i.e., Video Assistant Referee) was available in the 2018 FIFA World Cup,
volleyball matches, and fencing competitions. Conversely, it has not been applicable in
table tennis competitions due to the exceptional speeds of balls up to 112.5 kilometers
per hour [6]. As a widely participated sport with 800 million table tennis players glob-
ally, it laid the foundation for popularity ranking at the Olympics. Tracking and detect-
ing table tennis are anything but routine. Employing VAR introduces the risk of mis-
judgment constrained by the ball's incredible speed.

Apart from overcoming the challenges associated with tracking and detecting table
tennis, we have to face the problems related to the relationship between training datasets
and accuracy enhancement. A group of models struggle to achieve the officially an-
nounced accuracy, with actual detection results falling short of expectations. Fast or
erratic object motion causes motion blur [7], making it difficult to comprehensively
cover training datasets and assess detection outcomes.

An end-to-end BFAN (i.e., Blur-aid Feature Aggregation Network) for visual object
detection has been proposed [8]. However, the application of this approach seems un-
suitable for table tennis due to its requirement for multiscale feature training datasets.
Deblurring may restore clarity to the balls in consecutive frames, yet distinguishing
blurred foreground from background poses a significant challenge.



Optimizing the predicted bounding box scale might offer a solution. This entails
learning scale features from a few samples, as demonstrated by using MSNN (i.e., Mul-
tiScale Meta-relational Network) [9]. MSNN enhanced the generalization capability of
the proposed model for measurements and improving classification accuracy without
necessitating model-independent meta-learning algorithms. While the dataset yielded
positive results, further research work was required to fine-tune meta-learning methods
for improving the performance on other datasets.

In order to calculate the ball speed of a table tennis using computer vision, it is nec-
essary to find the depth of scenes of table tennis in digital images. The movement of
balls of table tennis may be perpendicular to camera lens, which requires at least two
fixed cameras to synchronously record from different angles so as to avoid the ball in
table tennis being considered as not moving during two consecutive frames. A few of
camera APIs provide timestamp information for captured video frames satisfying stereo
vision. The frames from different cameras can be aligned using these timestamps. This
approach might require prudently handling of the timestamps and proper synchroniza-
tion logic.

A stereo camera installed on a robot has been studied for tracking table tennis balls
after being synchronized [9]. It explores a method that captures and processes stereo
images of the ball motion and analyses the disparities between corresponding points in
the stereo images, they determine the ball 3D position in space. This method focuses
on image synthesis after asynchronous cameras captured images, even if only one cam-
era's frame rate is known. However, this method increases the processing interval time
for each frame, which seems to significantly increase the detection time of motion-
based YOLOVS algorithm.

In this experiment, replacing the image information captured by using camera with
the image information obtained by using auxiliary cameras only occurs when the table
tennis ball captured in two consecutive frames in the main camera are in the same po-
sition. In other words, this calculation method only changes the data source from the
main camera to an auxiliary camera, without increasing the computational workload
under limited computing resources.

In summary, diversifying training dataset scales, deblurring table tennis affected by
motion blur, and employing the multiscale meta-relational network appear as viable
avenues for investigation. The focus of this paper is on dataset scale diversity while
deblurring methods will be explored in subsequent research endeavors.

3 Methodology

3.1 Customed training dataset

The scene of table tennis is specific with a moving small ball that is different from the
released training datasets. Thus, a customed training dataset needs to be tailored result-
ing in better performance. However, it requires effort in terms of data collection, anno-
tation, and quality control. Fortunately, a huge number of parameters can be utilized
from pre-trained models through transfer learning. A great number of factors will affect



establishing a customed training dataset. The approach how to collect enough data sam-
ples is the first challenge.

According to real scene of table tennis competitions and training, the table occupying
the entire width of the video frame seems to be the dieal position with the appropriate
angle, which can maximize the size of table as the target detected in the frame without
missing any landing spots on the table. This is also conducive for prediction using
YOLOVS models. The real-time video footages captured under these conditions can
serve as the main source of images in the training dataset. In addition, the scale of data
needs to be enriched through methods based on computer vision to improve data diver-
sity, such as random resizing. The shape of balls in table tennis is simulated at different
depths using the frames by setting random scale factors.

On the other hand, the fast-moving object leads to motion blur after captured by a
camera, even if the camera has 120 Hz plus the fastest inference time. It is easier to
obtain the ball shape under this deformation by using a low-speed camera to capture
images. Meanwhile, this type of images with motion blur also requires a randomly
resizing. Finally, the balls in table tennis games with various textures and colors need
to be used for sampling and recording.

3.2  Modelling

Swin transformer [2][10][11] is a hybrid architecture which is good at large-scale image
classification tasks that are efficient by using hierarchical windows and local self-at-
tention mechanisms. In contrast, regarding Swing transformers, DETR [2][10] is much
versatile and efficient, the primary focus of DETR is on visual object detection. A bi-
partite matching loss is deployed for a set of prediction tasks for visual object detection.
As a result of eliminating the need for anchor-based methods, object classes and loca-
tions are directly predicted in a single forward pass. Thus, DETR is selected to deter-
mine which one is much suitable for this experiment that will be conducted in a Google
Collab virtual environment equipped with a V100 GPU (graphics processing unit) to
satisfy the basic requirements of real-time object detection.

After a real-time video was processed and ball position is predicted by using
YOLOVS model, it is obvious to see that two textured regions in the background are
recognized as balls in Fig. 1. In this situation, it is almost impossible to calculate the
ball speed and landing spots of a ball. The detection results with these errors cannot be
filtered by using shapes and colors, even texture. The correct detection rate of a real
ball has become the key to visual object detection.




Fig. 1. Original video with the prediction results by using YOLOvS8s model

Real-time recordings from table tennis training and gaming contain abundant light
spots and reflective patches in the background. MoG (Mixture of Gaussians) is em-
ployed for background subtraction to remove light spots and reflective patches in the
pre-processing stage before the video as input to be predicted by using YOLOv8 model.

Based on precise location of balls in table tennis games detected by YOLOVS algo-
rithm from video frames, the velocity of balls can be calculated through the variation
of location between two consecutive frames corresponding to the frame rate. A camera
with 120 Hz can effectively prevent the disappearance of the table tennis ball in each
frame and ensure the surface of table completely exists in the screen, whilst maintaining
an angle that allows for landing spot on the table. An auxiliary camera is fixed at a 90-
degree angle to the main camera. Once a ball of table tennis moves perpendicular to the
main camera lens in two consecutive frames, which will be replaced by the image in-
formation captured by the auxiliary camera in two consecutive frames. The velocity of
a ball in each two-dimensional space needs to be mapped to real-world 3D coordinates
by using camera calibration which depends on the perspective transformation of a black
and white chessboard as a reference that was put in the scene on the table. The intrinsic
and extrinsic parameters including focal length principal point, position and orientation
obtained lead to depth information added into the coordinates of bounding boxes. The
instantaneous velocity with spatial direction can be calculated through the mapped spa-
tial displacement and frame rate.

In order to detect the landing spots, we detect the surface of table as shown in Fig.2.
Each side of the table is split into nine regions respectively. One table has left side or
right side from the camera viewpoint. The landing spots of the table tennis ball on both
sides of the table will be continuously recorded and displayed to the players in percent-
age form based on the number of times the region of table has been hit. The probability
of each region hit by the ball can be analyzed for understanding the players’ skills in
the aftermath of a match.
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Fig. 2. The sketch of a table division in table tennis
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The light spots and reflective patches are immovable in a video while using a static
camera for ball detection in table tennis games, which provides feasibility for address-
ing these influencing factors. MoG (Mixture of Gaussians) can subtract background in
video sequences based on the pixel intensities in the background. Generally, the initial-
ized approach requires a trade-off between subtle differences in background and com-
putational efficiency. If the pixels represented as Gaussian distribution mixtures are
considered as background by using one or more components, it is most possible to be
evaluated as background by using MoG.
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The probabilities assigned to each Gaussian component represent a potential class
of a Gaussian distribution, such as background. The higher the likelihood, the greater
the probability that it belongs to the background. By setting and adjusting the threshold,
the accuracy of this classification method can be controlled. Fig. 3 displays the frame
of a real-time video that a mask is added to cover the background, the static objects
including the light spots and reflective patches are removed after pre-processing. In this
experiment, the background subtraction approach does not seem to reduce the accuracy
of table tennis ball detection though the color and texture of the ball in each frame is
replaced by a white mask.

The results of YOLOvVS prediction involve a 2D tensor of bounding box coordinates.
The center point of a table-tennis ball that occurs on the screen is signed as the current
box time and coordinates which need to be transferred to real-world coordinates using
the perspective transformation with an initialized z-coordinate added as a 2D homoge-
neous point (x, y, 1). The camera projection matrix combines intrinsic and extrinsic
parameters, the inverse matrix is employed to transform points from image coordinates
to normalized camera coordinates f, and f, are the focal lengths along x-axis and y-
axes; ¢, and c,, are the optical center coordinates. (X, Y, Z) is the center point coordi-
nates of the ball in the real world.

1/fx 0 _Cx/fx 0
XY,Z)y=10 1/f, —¢/fy, Ol-(x» 1) 3)
0 0 1 0



Fig. 3. Separating the moving object from background in an image sequence.

The displacement of a ball between the consecutive frames can be calculated based
on coordinate transformation by using eq. (3), the instantaneous velocity will be ac-
quired depending on this time interval, which is the frame rate.

In the grayscale image, corners are at where there are rapid changes in intensity in
both the horizontal and vertical directions. Harris corner detection algorithm discovers
local intensity variations in the image that are characteristic of corners. Fig. 4 displays
the findings of the internal corner on the chessboard placed on the table for camera
calibration. The surface of the chessboard is considered perpendicular to z-axis in world
coordinates and coincident with the plane enclosed by using x-axis and y-axis. The in-
trinsic, distortion coefficients, rotation vectors and translation vectors can be computed
through the mapping points of the internal corners in the real-world due to the known
number of rows and columns in the chessboard and the size of each square in the real
world [12].
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On the table surface, the most significant manifestation of a table tennis ball bounc-
ing after hitting the surface of the table is the change in velocity direction in y-axis
when the camera and the table are pointing in the same plane. That means, y-coordinates
for the center point of the table tennis ball change in the vertical axis in consecutive
three frames. The function sign (¥, - ¥y ) represents the sign of position difference in
y-axis between the previous two frames consecutively, sign ( Y. - ¥, ) shows the sign
of change of ball positions in y-axis between the current frame and the previous one. In
eq. (6), if LS = -1, the ball hits on the table and then bounces back; or else, the ball of
table tennis is considered flying without hitting the table. The bottom of the bounding
box for the table tennis ball in the previous frame is compared with the regions to de-
termine where it lands.



Fig. 4. Finding of the corners of a chessboard in an image for camera calibration
3 {not hit, if sign (Vm = ¥5)-sign(e = ym) =1 ©
hit, if sign(m - yr)-sign(ye - ym) = —1

3.4 Results and Discussions

Fig. 5 is an example after an original image is resized, different resized images will be
obtained with 10 random scale factors set as variables for the balls in table tennis games.
Fig. 6 demonstrates the resized images with motion blur as an example. This defor-
mation exhibits a variety of forms due to a diversity of directions and velocities of mo-
tions, such as rectangles, arches, and shapes approximate to the letter “v’.

Fig. 5. The example after an original image is resized.

Fig. 6. The example after an original image with motion blur is resized.

The balls for table tennis games with different colors and textures can be detected,
Fig. 7 displays five types of colors detected by using YOLOvS algorithm before the
motion-based algorithm is added.
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Fig. 7. Five types of colors for the balls in table tennis games are detected by using YOLOv8
model.

The weights and parameters of the pretrained COCO dataset through YOLOVS
model are employed to start with the original 1,774 images captured by 30 Hz and 60
Hz cameras in table tennis training and competition. Accompanied by increasing the
amount of random scale factor of resizing to trade-off the influence of the incremental
size of the training dataset and the testing dataset on the improvement of AP (Average
Precision) based on the prediction of new data, the effectiveness of background sub-
traction, class matching and circular evaluation, then exploring the optimal solution to
terminate the excessive expansion of the training dataset in the case. As a result of
illumination, shadows may be generated when the ball approaches the table, and it can
be recognized as a ball. In the experiment, although it is not the optimal solution, shad-
ows considered as balls were removed through position-based determination.

metrics/mAP50-95(B) metrics/mAP50-95(B)
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Fig. 8. Comparison of mAP50-95 in 100-th epoch before and after resizing by random scale
factor.

The mAP50-95 (i.e., mean Average Precision at 50 and 95 recall) shown in Fig. 8
increases from 0.91921 to 0.93474 after 100th epoch training of motion-based
YOLOVS8s model that means the model is now better at accurately detecting and local-
izing objects across a variety of recall levels, 90% of 17,740 images were employed as
training datasets, and the remaining images are left for the validation dataset and testing



dataset. The inference time and the detection accuracy of table tennis balls are signifi-
cant evaluations. Table. 1 illustrates that the inference time of the YOLOvS algorithm
with a shorter inference time compared with the DETR algorithm in the experiment
under Google Colab environment equipped with V100 GPU.

Table 1. Comparisons between DETR and YOLOVS

. . Inf time(ms)
Name Size(pixel) Backbone V100 GPU
DETR 640 ResNet-50 75
YOLOvV8m 640 CSPDarknet53 7.2

Fig. 9 displays the table which is automatically divided into nine regions on each
side for visual object detection through region segmentation. The bounding boxes of
balls touch these regions on the table surface are the landing spots.

(b)

Fig. 9. In the scene, the table surface is automatically segmented into nine regions on each side.
(a) color images with 9 regions on each side (b) Binary images of the table.

Fig. 10 demonstrates the real-time analysis system of table tennis matches. On the
left side, it is the video footage of ongoing competition captured by using a 120 Hz
stationary camera. The statistics and analysis listed on the right side consist of the in-
stantaneous flying speed of the ball and the percentages of the regions that are hit by
the ball on the table. Through this system, both the player and coach can accurately
grasp the player’s actions that can set training plan for further improvement. Compared
with table tennis robot machine which was used as ground truth to serve 50 times at
speeds of 20 kilometers per hour, 40 kilometers per hour, and 60 kilometers per hour;
The real-time analysis system of table tennis matches was applied for speed measure-
ment, the average accuracy can reach 95%. By manually counting 100 times landing
spots of a table tennis ball in a competition, the accuracy of the statistics reaches 99%.
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Table Tennis
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Fig. 10. The interface of real-time analysis of table tennis matches

3.5 Conclusion and Future Work

In this comprehensive study, we delve deep into the fusion of motion-based features
and the formidable capabilities of the YOLOv8 model to precisely detect balls in table
tennis matches. Our objective extends beyond mere detection by targeting the precise
estimation of landing spots and ball velocity. To achieve a detailed, nuanced under-
standing, we harnessed the capabilities of high-resolution cameras operating at both 30
Hz and 60 Hz. These feeds were then enriched through the adoption of multiscale var-
iation techniques, designed explicitly for data augmentation. This methodological en-
hancement not only amplified the AP (i. e., Average Precision) but also dramatically
curtailed the instances of false positives often instigated by intrusive light reflective
interferences.

An innovative inclusion in our research methodology was the deployment of stere-
oscopic cameras. These cameras are often deployed to capture depth and dimension,
which presented a unique advantage. They facilitated the extraction of multiple per-
spectives and depth information, all while circumventing the typical computational
overheads associated with such depth extraction. This strategic utilization paves the
way for a precise computation of both the landing spot and ball velocity, leveraging
deep learning to decode and interpret real-world video data from table tennis tourna-
ments.

In order to revolutionize table tennis competitions and training regimes by seam-
lessly integrating motion-centric algorithms, one conspicuous hurdle we encountered
was the erroneous recognition of ball shadows as tangible objects, an artifact of the
ground subtraction. Although one could potentially discriminate between the actual ob-
ject and its shadow based on their respective positions during landing spot calculations,
we opine that a more holistic solution might lie in the preliminary stages. By refining
our pre-processing approaches to systematically eliminate shadows from video frames,
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