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ABSTRACT

COVID-19 and its variants have affected millions of people around the world. Wearing a mask is an effective way to reduce the spread of the epidemic. While wearing masks is a proven strategy to mitigate the spread, monitoring compliance remains a challenge. In this paper, we propose a mask detection method based on deep learning and Convolutional Block Attention Module (CBAM). In this paper, we extract representative features from input images through supervised learning. In order to improve the recognition accuracy under limited computing resources. We choose YOLOv7 network model and incorporate CBAM into its network structure. Compared with the original version of YOLOv7, our proposed network model improves the mean Average Precision (mAP) up to 0.3% in face mask detection process. Meanwhile, our method improves the detection speed of each frame 73ms. These advancements have significant implications for real-time, large-scale monitoring systems, thereby contributing to public health and safety.
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INTRODUCTION

Currently, there are variants of COVID-19 virus (Ciotti et al., 2020) in the throes of the pandemic. In 2022, Monkeypox virus (Rizk et al., 2022) began to appear globally. The current known routes of transmission for both viruses are droplet allot. Wearing a mask is an effective way to stop the spread of the viruses. Wearing masks is required in closed and public spaces. Manually testing whether a mask is worn requires a lot of costs and increases the risk of testing personnel being infected. The mask monitoring through digital cameras can reduce the chance of inspectors being infected (Yan, 2019). In recent years, researchers have proposed several effective mask classification and monitoring algorithms that can detect faces with and without masks (Balaji et al., 2021). In this paper, we group mask detection into three cases: Wearing a mask correctly, wearing a mask incorrectly, and not wearing a mask.

Visual object detection (Zou et al., 2023) has always been an enduring research direction in the field of computer vision. The conventional object detection algorithms consist of three stages. Object proposals are firstly generated in the input image. The features in each proposal box are then extracted. Finally, different visual features were extracted by designing a classifier. However, the algorithms were not ideal in terms of accuracy and speed in visual object recognition. In recent years, visual object detection algorithms based on deep learning (Shen et al., 2018) have performed well in terms of accuracy and speed. Among them, You Only Look Once (YOLO) series of algorithms are Superior to others in visual object detection (Redmon et al., 2016).

In this paper, we propose a deep learning-based face mask object detection algorithm CBAM-YOLOv7. This model is based on the existing YOLOv7 model (Wang et al., 2023) with the addition of CBAM (Woo et al., 2018). YOLO is a one-stage detector model based on convolutional neural networks. It applies a neural network to the entire image. The network model firstly segments an image into regions and then predicts the bounding box of each region. CBAM consists of two modules: The channel attention module
CAM (Huang et al., 2020) and the spatial attention module (SAM) (Wang et al., 2019). CAM can make the network pay more attention to meaningful ground truth regions. On the other hand, SAM allows the network to focus on context-rich locations throughout the image (Yin et al., 2023). Through this supervised learning method, the accuracy of mask recognition is effectively improved.

The rest of the paper is structured as follows. The second part of this paper introduces the related work on face mask detection. In the third part, we introduce the datasets, methods and models used. In Section 4, we compare and analyse our experimental results. Finally, we summarize our work in Section 5.

LITERATURE REVIEW

Deep learning (Yan, 2021) has now been widely used in the field of computer vision. Especially in the recognition of various images, deep learning (Lu et al., 2021) (Liang et al., 2022) is playing an increasingly important role. For mask recognition, a consortium of deep learning (Wang & Yan, 2022) (Lu et al., 2018) models are widely used a number of representative methods are Faster R-CNN (Lin et al., 2020), InceptionV3 (Jignesh Chowdary et al., 2020), MobileNet (Venkateswarlu et al., 2020), YOLO, etc. Among them, the YOLO series are taken account for a large proportion which is the current mainstream.

In recent years, affected by the epidemic, almost all countries require people to wear masks frequently during travel to prevent the spread of the virus. To detect those who are not wearing masks, Samuel Ady Sanjaya et al. proposed a mask recognition model based on MobileNetV2. MobileNetV2 is a convolutional neural network (CNN) based method. The model firstly detects the video frame by frame. When there is a face in the detection process, the trained MobileNetV2-based model (Sanjaya & Adi Rakhmawan, 2020) is employed for recognition. Determine whether people wear masks by identifying face image frames. The final experimental results show that the model has a detection accuracy of 96.85% in distinguishing between people who wear masks and people who do not wear masks. And help the government to count these data more conveniently.

To identify people who are not wearing masks in public places, a transfer learning-based InceptionV3 recognition model is proposed. In this method, the number of samples that can be utilized is limited. In order to obtain better experimental results, the author proposed to solve the problem of limited data availability through image enhancement technology. Pattern classification is then performed by using the modified InceptionV3 model. The improved model removes the last layer of original InceptionV3 model and adds 5 average pooling layers with a pool size of 5×5 to the network. The model improvement is very effective, and the proposed transfer learning model attains up to 100% accuracy in testing (Jignesh Chowdary et al., 2020).

Since YOLO was proposed, it has been rapidly developed and applied to the field of visual object detection and recognition. YOLO is also suitable for mask recognition. Loy et al. proposed a model based on YOLOv2 and ResNet-50 for detecting medical masks. The model is composed of a feature extraction network and a detection network. The feature extraction network consists of ResNet-50 and the detection network consists of YOLOv2 (Loey et al., 2021). In addition, Intersection over Union (IoU) was harnessed to estimate anchor boxes for testing so as to increase the diversity of the dataset through data augmentation. The final experimental results show that the average recognition accuracy using the improved model is as high as 81%.

Real-time face mask detection is equally important. To this end, Jiang et al. proposed a YOLOv3-based squeeze and excitation YOLOv3 (SE-YOLOv3) object detection model. In this model, YOLOv3 was upgraded by adding an attention mechanism. The specific improvement is the addition of Squeeze and Excitation blocks between the convolutional layers of Darknet53. Generalized Intersection over Union (GloU) loss was taken into account. Additionally, a larger dataset of masked faces was created. The
experimental results prove that the proposed method can not only locate the face in real time, but also evaluate whether the mask is worn correctly. In terms of accuracy, the new model improved mAP by 6.7% than the base YOLOv3 (Jiang et al., 2021).

The same was employed to use YOLOv3-based model for mask recognition. A different approach was proposed. A novel mask recognition framework, namely, FMD-Yolo (Wu et al., 2022) was proposed. In this framework, Im-Res2Net-101 with deep residual network was propounded as the main feature extractor. The features were fully fused by using enhanced path aggregation network. The IoU loss and IoU-aware were also introduced based on the YOLOv3 loss function to determine the performance of the model. The final experimental results showed that FMD-Yolo achieves the best accuracies of 92.0% and 88.4% based on the two datasets. They outperform the final results of other advanced detectors.

In order to compare the difference in recognition accuracy of different models. Singh et al. took use of YOLOv3 and Faster R-CNN for face mask recognition respectively. They created one dataset to train both models and compared the results of the two models. In the experimental results, both models performed well. But the accuracy of Faster R-CNN model is slightly better. In addition, a new method was proposed to generate the bounding boxes of different colours around a face based on whether a mask is worn or not, recording the proportion of people wearing masks every day (Singh et al., 2021).

In order to solve the influence of complex environment on the accuracy of mask recognition. An improved model based on YOLOv4 is proposed. The model can not only identify masks, but also detect whether the wearing of masks is standard. Firstly, CSPDarkNet53 is added to the backbone feature extraction network of YOLOv4 (Yu & Zhang, 2021). Then, an adaptive image scaling algorithm was considered at the algorithm level. The addition of PANet makes the semantic information of the feature layer more. These improvements effectively reduced the computational cost and amount of computation of the network, and improve the learning ability of the model. In order to verify the effect of the model, a lot of comparisons were conducted with other models by using the improved model. The results show that the improved mask recognition mAP reaches up to 98.3%, which is more accurate than the existing algorithms.

Yang et al. proposed a mask recognition method with an interactive interface based on YOLOv5 (Yang et al., 2020). In this method, they divided the entire recognition system into four parts. Three filters are employed to increase the resolution of the input image. A model was designed to extract the corresponding information. The information was classified by using the YOLOv5 model. After the recognition result was generated, the corresponding information was input into the interactive interface. The final accuracy of the experiments is 97.9%. This model was also compared with other classic models, such as SSD, and the results are all due to the classic model.

Novelty of This Work: Unlike the existing models, our research work incorporates the Convolutional Block Attention Module (CBAM) into the YOLOv7 framework. This innovative approach not only improves the mAP by 0.3% but also enhances the detection speed, makes it highly applicable for real-time, large-scale monitoring systems.

METHODOLOGY

In this paper, we make modifications on the network model of YOLOv7 and add CBAM to ELAN. We train the model through three loss functions: Coordinate loss, object confidence loss, and classification loss.

Dataset

In this paper, the dataset we take into account is the Face Mask Detection Dataset. The dataset contains a total of 853 images. We split it into training set and test set with the ratio of 80% and 20%. Since the model is the YOLO series, the dataset is re-labelled especially for YOLO models. We still set the label to three
classes, namely wearing a mask, wearing a mask incorrectly, and not wearing a mask. There are a total of 4,072 labels in the dataset, including 3,232 labels with masks, 123 labels with incorrect masks, and 717 labels without masks.

The mask images in this dataset all have complex backgrounds, which makes this dataset very suitable for this project. The addition of CBAM can effectively reduce the influence of background on the recognition process. We put 683 images into the training set and 170 images into the test set respectively. The exemplar images of the dataset are shown in Fig. 1.

![Figure 1. An example of Face Mask Detection Dataset.](image)

**Network structure**

The main body of our network structure is similar to YOLOv7. We modify the ELAN in YOLOv7 to the CBAM-ELAN module. The proposed YOLOv7+CBAM model is anchored on the YOLOv7 architecture, which is an extension of the YOLO family known for real-time object detection. The YOLOv7 architecture is characterized by its convolutional layers, pooling layers, and skip connections that form the backbone of the network. The Convolutional Block Attention Module (CBAM) is integrated into our YOLOv7 framework at specific stages. CBAM employs both channel and spatial attention to refine the feature maps, thus enhancing the model's ability to focus on salient features.

The YOLOv7+CBAM architecture is formulated as follows:

**Initial Layers**: The model commences with a series of convolutional layers configured with various kernel sizes and strides, aiming to extract rudimentary features from the input images.

**Intermediate Layers and Attention Mechanism**: After the initial convolutional blocks, CBAM modules are inserted to refine the generated feature maps. Specifically, these modules are placed after convolutional blocks with 1×1, 3×3 and 5×5 kernels to maximize their impact.
Advanced Blocks: The model incorporates SPPCSPC blocks in the detection head, which combine spatial pyramid pooling and concatenated skip pathways to augment the receptive field and facilitate feature fusion.

Concatenation and Upsampling: Feature maps are upsampled and concatenated at various layers, enhancing the spatial resolution and richness of the feature representation.

Output Layer: The final layer employs a softmax function for class probabilities and a sigmoid activation function for bounding box coordinates. The complete structure is shown in Figure 2.

![Figure 2. YOLOv7+CBAM model structure.](image)

The ELAN module is an efficient network structure, which enables the network to learn more features and has stronger robustness by controlling the shortest and longest gradient paths. ELAN has two branches. The first branch is to change the number of channels through a $1\times1$ convolution. The second branch is more complicated. It firstly passes through a $1\times1$ convolution module to change the number of channels, then goes through four $3\times3$ convolution modules for feature extraction. Finally, the four features are superimposed to obtain the final feature extraction result.

The overall process of CBAM is divided into two parts. Firstly, the global max pooling and mean pooling are performed on the input. The pooled two one-dimensional vectors are sent to the fully connected layer for operations and added to obtain a one-dimensional channel attention. The next step is to multiply the channel attention with the input elements to obtain the channel attention adjusted features. The features obtained in the first part are globally max-pooled and mean-pooled according to the space. The 2D vectors produced by pooling are concatenated, then rolled and manipulated. The resulting 2D spatial attention is then multiplied by the previously obtained features to complete the process. The addition of CBAM+ELAN to the model can effectively improve the accuracy of target detection.
The model in this paper is the CBS, CBAM-ELAN and Maxpooling (MP) modules (Christlein et al., 2019). Among them, the CBS module is widely used in YOLOv5 and YOLOv7. The structure of CBS is Convolution + Batch Normalization + SiLU. Our model also uses the CBS module, so the activation function in this paper is SiLU.

\[
SiLU(x) = x \cdot \text{sigmoid}(x)
\]  

(1)

Our proposed CBAM-ELAN module is a CBAM-based CNN (Liu et al., 2018) architecture. CBAM is an attention module for convolutional neural networks. Since CBAM is a lightweight general-purpose module, it can be seamlessly integrated into convolutional neural networks. The CBAM-ELAN module consists of 6 convolutional neural networks and one convolutional neural network with CBAM.

Method

In this paper, our method obtains 9 anchor boxes arranged from small to large based on the ground truth (GT) boxes in the training set through \( k \)-means clustering algorithm. Then, we match each GT box with 9 anchor boxes. According to the centre position of the GT box, the two nearest neighbour grids were also employed as the prediction network. We get the ten largest IOU results with the current GT box and add these ten results. We calculate each GT and candidate anchor loss according to the loss function and keep the smallest \( k \) loss functions. Finally, the same anchor box is assigned to multiple GTs. Through this method, we obtain better results of human face mask recognition.
RESULT ANALYSIS

We are use of the Mask Dataset, which includes 853 images. The mask images in this dataset all have complex backgrounds, which makes this dataset very suitable for this project. The addition of CBAM can effectively reduce the influence of background on the recognition process. We put 683 images into the training set and 170 images into the test set respectively.

<table>
<thead>
<tr>
<th>GPU Name</th>
<th>Processor</th>
<th>CUDA Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>NVIDIA GeForce RTX 3060</td>
<td>Intel Core i7-10700F</td>
<td>CUDA 11.2</td>
</tr>
</tbody>
</table>

We firstly adjust the pixel size of the image to 640×640. In the model training, we are use of three loss functions: Coordinate loss, object confidence loss (GT is the ordinary IoU in the training phase), and classification loss function. The trained model can distinguish whether the mask is correctly worn or not. The experimental results are shown in Figure 5.

In order to more intuitively reflect the performance of object detection, we are use of the performance indicators: Precision (P), Intersection over Union (IoU) (Zhou et al., 2019), F1 score, average precision (AP), and mean average precision (mAP) to test the results. IoU is a measure of the accuracy of detecting corresponding objects in a specific dataset. A standard IoU is a simple measure, as long as the task of getting a bounding box in the output can be measured by IoU. Precision represents the ratio of the number of correct predictions to the number of all predictions. The area enclosed by the PR curve is AP. The larger the area, the better the object detection effect.

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}} \tag{2}
\]

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}} \tag{3}
\]

\[
\text{IoU} = \frac{\text{Area of Overlap}}{\text{Area of Union}} \tag{4}
\]

The IoU obtained by our method is slightly higher than that of YOLOv7. The average IoU of the mask-wearing increases by 0.03. The average IoU without a mask improves up to 0.02. The average IoU for not wearing a mask correctly boosts up to 0.02.

<table>
<thead>
<tr>
<th>Method</th>
<th>IoU</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBAM-YOLOv7</td>
<td>0.89</td>
<td>0.92</td>
</tr>
<tr>
<td>YOLOv7</td>
<td>0.87</td>
<td>0.92</td>
</tr>
</tbody>
</table>

F1 score refers to the weighted average of precision and recall. F1 score values range from 0 to 1.0, with 1.0 being the highest precision. The F1 score of our method is as same as that of YOLOv7.

\[
F1_{\text{score}} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{5}
\]

AP is the average of the Precision values on the PR curve. For the PR curve, we are use of the integral for the calculation. We judge the size of AP by comparing the size of the area enclosed by the PR curve. Generally, the larger the area, the larger the AP value, and the better the object detection effect. By superimposing the two images, we found that the PR curves obtained by our method occupy a larger area.
To further determine the effectiveness of the CBAM-YOLOv7 algorithm in the task of face mask detection, we compare the algorithm with YOLOv7, YOLOv5, and YOLOX. All tests were based on the Mask Dataset. As shown in the table, CBAM-YOLOv7 outperforms several other algorithms in mAP. There is also a significant improvement in the recognition speed.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>mAP@.5</th>
<th>Detection time spent per frame(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBAM-YOLOv7</td>
<td>0.954</td>
<td>515ms</td>
</tr>
<tr>
<td>YOLOv7</td>
<td>0.951</td>
<td>588ms</td>
</tr>
<tr>
<td>YOLOv5</td>
<td>0.824</td>
<td>798ms</td>
</tr>
<tr>
<td>YOLOX</td>
<td>0.861</td>
<td>810ms</td>
</tr>
</tbody>
</table>

Table 3. Performance comparison of CBAM-YOLOv7, YOLOv7, YOLOv5 and YOLOX on the Mask Dataset.

![Figure 5. Results of our model.](image)

**CONCLUSION**

Due to the global outbreak of COVID-19 and Monkeypox, wearing a mask has become a method of epidemic prevention. Monitoring whether people are wearing masks correctly through deep learning methods is a possible solution. We develop the CBAM-YOLOv7 mask detection algorithm in this paper. The algorithm can detect three classes: Wearing a mask, not wearing a mask, and not wearing a mask correctly. The mAP of the proposed CBAM-YOLOv7 algorithm is 0.3% higher than that of the YOLOv7 version, its mAP value is 15.7% and 10.8% higher than that of YOLOv5 and YOLOX, respectively. The proposed algorithm not only improved the accuracy, but also significantly uplifted the recognition speed. Compared with the YOLOv7 version, our algorithm improved the recognition speed per frame up to 73 ms. The current work is of great importance during the global pandemic, and the development of these detectors to monitor whether people are wearing masks is also necessary. In addition, extending CBAM to the adversarial networks is also a viable approach.
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