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Abstract. Face image inpainting has great value in the fields of com-
puter vision and digital image processing. In this paper, we propose a face
image inpainting method based on autoencoder and adversarial neural
network (GAN). The neural network for image inpainting consists of two
parts, a generator and a discriminator. The autoencoder is used twice
in the discriminator part, after the final inpainted image is generated by
local discriminator and global discriminator. The final loss function is
obtained by combining Generative Adversarial Loss and Mean Squared
Error (MSE) Loss [20]. We improve and implement an image inpainting
model with two evaluation metrics, namely, Peak Signal-to-noise Ratio
(PSNR) and Structural similarity index measure (SSIM) [27], respec-
tively. The proposed model for image inpainting is much more suitable
for face image inpainting.

Keywords: Autoencoder - Generative adversarial network - Face image
inpainting - Convolutional neural network.

1 Introduction

Image inpainting is a process of inference from existing pixels. The method is
applied mainly to fill in missing parts of an image. In 2000, Marcelo’s paper [2]
firstly proposed image inpainting as a professional technology through computer
algorithms, so as to achieve the purpose of image repair. In this algorithm,
after a user selects an image region that needs to be repaired, the algorithm will
automatically repair the area through pixel information surrounding the missing
region.

The purpose of image inpainting [3] is to reconstruct missing areas. Generally
speaking, this process is often to repair an image based on existing information.
The reconstructed image should be realistic and natural. The indistinguishable
image is treated as a high-quality inpainted image [43]. A high-quality face image
inpainted can be employed for unlocking mobiles using face recognition.

In recent years, the world has been affected by COVID-19 [28]. To protect us
against the virus, we need to wear face masks so as to protect ourselves. While
wearing masks protects our health, it also brings new problems. We need a full
face to help us if we want to make quick payments or verify our identity using



2 X. Gao et al.

our faces. However, in this case, we have to take off our masks. Therefore, a fast
and accurate face image inpainting method in this epidemic time is very needed.

In this paper, a deep learning method [16] for face image inpainting is pro-
posed. Deep learning is a machine learning method [47] based on data repre-
sentation learning. Convolutional neural networks (CNN) [14][23], as a kind of
method in deep learning, have been utilized to produce reliable results in the
field of image inpainting [31]. Autoencoders are deep nets in unsupervised learn-
ing [9]. The purpose of an autoencoder is to learn a representation of a set of
data. An adversarial generative network (GAN) [36,35] is also an unsupervised
learning method whose main structure is constructed by two deep nets which
play an adversarial game. The recently proposed model consists of two autoen-
coders and a GAN net [26].

In the rest of this paper, we will present related work on face image recon-
struction in Section 2. In the third section, we introduce our method and model.
In Section 4, we analyze the results of our experiments. Finally, we summarize
our work and draw conclusions in Section 5.

2 Literature Review

With the development of deep learning, multiple methods for human face [29] im-
age reconstruction are becoming more and more mature. A number of methods
and frameworks for face image inpainting are emerging gradually. The typical
methods include CNN, GAN, etc., which are available to attain higher-quality
inpainting results. In this section, a brief review of the existing face reconstruc-
tion methods is depicted and the existing methods are summarized based on
advantages and disadvantages.

Convolutional neural network (CNN or ConvNet) is also one of the important
methods in deep learning [17][30]. Although CNN can generate a reasonable
structure in image restoration, the image generated by CNN [18] has structural
inconsistency or fuzzy texture in the relevant regions. A new method [40] was
proposed and the reason for this problem is identified, especially, when the deep
net borrows textures from the surrounding areas. Therefore, the method was
derived from a generative model based on traditional texture and patch synthesis.
This model is essentially a feedforward, fully connected network. The net can
synthesize new image structures during inpainting, it has been verified to better
use surrounding image features as references. The experiments have proved that
the proposed model is effective to repair images from multiple datasets including
human faces with higher quality than those existing methods. Later on, a new
system was proposed to learn from millions of images. The basic principle of
this system is based on gated convolution, which eliminates extra marks. In the
specific operation of the system, partial convolution is summarized by providing
a dynamic feature selection mechanism for each channel of spatial position of all
layers.

In addition, the randomness of the mask was considered in the image and a
new GAN loss [25] function was proposed, which is called SN-PatchGAN [41].
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The experimental results show that the results produced by the system have
higher quality and much flexible results. This allows the system to assist users
to quickly remove distracting objects, modify image layout, wipe off water-
marks [37][6][1], etc.

The existing image reconstruction methods are required to pay special at-
tention to the resolution of the target image. In order to solve this problem,
Zeng, et al. proposed a different high-quality image reconstruction method [43],
which is called Pyramid-context Encoder Network (PEN-Net). In the method,
the structure of context encoder is increased, pyramid context encoder, mul-
tiscale decoder, and adversarial training loss are established. In this method,
U-Net is employed as the backbone, the pyramid context encoder is applied to
gradually fill in the missing content and ensure the consistency of the visual
effects of image reconstruction. Then, a multiscale decoder with deep supervi-
sion function is harnessed to calculate the loss. The use of this method allows
the process to converge quickly during training time, and a large number of ex-
periments have proved the reliability and excellent performance of the proposed
net.

In order to solve the problem of blurred or missing face images collected
due to acquisition method in the process of face recognition, conventional face
image restoration models often solve this problem from image viewpoint. The
classic structure-based image restoration methods are CNN [32] and generative
adversarial network. Wei, et al. put forward a face image reconstruction method
based on generative confrontation network from a new perspective [34]. This
method locates plane position of a face by determining two parallel lines of a
vector. The different planes of the face are determined according to the given
parallel lines, edge curve is fitted through straight line segment to make facial
contour clearer, and make final facial features quite obvious [5]. Compared with
the previous structure-based methods, this method can achieve better visual ef-
fects based on edges. The performance of face inpainting is greatly improved. It
is worth mentioning that this method is only suitable for small-scale reconstruc-
tion processes. If there are too many missing parts in an image, the restoration
effect will become vague from the original image.

Image information missing is one of the most popular damages in image
damage. The existing image reconstruction algorithms still have shortcomings,
such as blurred details and poor visual [39] perception in terms of visual effects
and algorithm efficiency after the reconstruction. In order to solve this problem,
Heshu et al. [44] proposed a new semantic restoration method for facial images
in 2020. On the basis of generating a confrontation network, this method fuses
multiscale features of the given face to obtain more details without increasing the
parameters. By expanding the receptive field in the deep net [21], the problem
of insufficient edge information of the generated image is made up. In addition,
the learning ability of the generative network and the discriminative network is
justified, which further improved the final performance of the proposed method.

Deep learning is the mainstream method for image restoration. The use of
deep learning methods [24][42][45] in image reconstruction can better restore
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the image texture of human faces and obtain abstract features in the image.
Therefore, in the same way, Han et al. [10] also employed generative adversarial
network as the basis for image inpainting process. However, they proposed a dif-
ferent method to solve vanishing gradient problem in the training process of GAN
model. Evolutionary concepts were adopted to create a Generative Adversarial
Network (EG-GAN) with an evolutionary generator for face image restoration.
In the training process, EG-GAN updates the parameters of the generative net-
work by combining two cost functions, generates offspring generators through
crossover, and adds a matcher-assisted discriminator to criticize the generated
images. Through the conception, the generative network continues to be evolved.
This not only helps EG-GAN successfully overcome the vanishing gradient prob-
lem, but also improves the quality of image reconstruction and generated images
that are in line with human vision.

In the following sections, we will briefly describe the method we developed in
this paper. The method is slightly different from other work. Our method is use
of deep learning [13][33] and adds an autoencoder to enhance our method, so that
this method can much effectively resolve the problem of face image inpainting.

3 Methodology

In this research project, we take use of CNN in deep learning [12] as the net base
and the GAN model to build a complete network for face image reconstruction,
train our image inpainting model through discriminator and generator in the
GAN model to achieve higher quality.

As a typical method for face image reconstruction, GAN [4] is also one of the
most important methods in this paper, which was firstly proposed in 2014. The
basic idea of this method is to deploy two contrastive neural networks against
each other. This is a way to get better results by playing against two networks.
GAN generally consists of a generative network and a discriminative network.
The generator needs to generate more realistic images, the discriminator judges
how “real” the input is.

Global ~, Image
/' Discriminator  Real/Fake? \
S Generator / ?npainted
images
Local Image /

Discriminator Real/Fake?

Fig. 1. GAN training process. This network consists of a generator and a discriminator.
The discriminator part is composed of a global discriminator and a local discriminator.
The discriminator is used to judge whether the image is real or not.
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3.1 Generative Network

CNN is the core part of the entire inpainting algorithm, so the convolutional
layer becomes the key to our entire CNN algorithm. This is because most of
the operations in the entire inpainting process are generated in convolutional
layers. The generative network consists of two autoencoders connected. Each
autoencoder consists of 12 layers of convolution operations, 4 layers of dilated
convolutions, and 2 layers of deconvolutions [8] [7]. The face image [38] generated
by two autoencoders is closer to the “real” image than the image generated by
only using one autoencoder.

The Generative Network
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Fig. 2. The generative network consists of a total of 36 layers of convolutional neural
networks. There are 24 convolutional layers in the generative network, represented by
rectangles with white background color. There are 8 yellow rectangles in total, which
are dilated convolution. There are also 4 additional deconvolution layers, represented
by blue squares.

3.2 Discriminator Network

The discriminative network consists of a global discriminator network and a local
discriminator network [11]. Its purpose is to judge whether the image generated
by the generative network is close to the “real” image and identify whether a part
of the image is “real” through a local discriminator. The global discriminator
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Table 1. The generative network.

Convolution types Kernels Dilations Outputs
Convolutionl 5x5 None 64
Convolution2 3x3 None 64
Convolution3 3x3 None 128
Convolution4 3x3 None 128
Convolutionb 3x3 None 256
Convolution6 3x3 None 256
Convolution7 3x3 None 256

Dilated Convolutionl 3x3 2 256
Dilated Convolution2 3%x3 4 256
Dilated Convolution3 3x3 8 256
Dilated Convolution4 3x3 16 256
Convolution8 3%x3 None 256
Convolution9 3x3 None 256
Deconvolutionl 4x4 None 128
Convolution10 3x3 None 128
Deconvolution2 4x4 None 64
Convolutionl1 3x3 None 32
Convolution12 3x3 None 3
Convolution13 5x5 None 64
Convolution14 3x3 None 64
Convolutionl5 3x3 None 128
Convolutionl6 3x3 None 128
Convolutionl7 3x3 None 256
Convolution18 3x3 None 256
Convolution19 3x3 None 256
Dilated Convolution5 3x3 2 256
Dilated Convolution6 3x3 4 256
Dilated Convolution7 3x3 8 256
Dilated Convolution8 3x3 16 256
Convolution20 3x3 None 256
Convolution21 3%x3 None 256
Deconvolution3 4x4 None 128
Convolution22 3x3 None 128
Deconvolution4 4x4 None 64
Convolution23 3x3 None 32
Convolution24 3x3 None 3
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is responsible for the plausibility of overall image inpainting. A more accurate
and realistic inpainting result is achieved by combining the results of the two
discriminators. These two parts of the network are still composed of CNN. The
global discriminative network is composed of 5 convolutional layers. The details
are demonstrated in Table 2. The local discriminative network consists of 4
convolutional layers. The details are shown in Table 3.

Table 2. The global discriminator network.

Convolution types Kernels Dilations Outputs
Convolutionl 5%x5 None 64
Convolution2 5x5 None 128
Convolution3 5x5 None 256
Convolution4 5%x5 None 512

Table 3. The local discriminator network.

Convolution types Kernels Dilations Outputs
Convolutionl 5x5 None 64
Convolution2 5x5 None 128
Convolution3 5%x5 None 256
Convolution4 5x5 None 512
Convolutionb 5x5H None 512

3.3 Algorithms

Loss function is an important element in deep learning [46][19]. It is generally
used to measure the degree of inconsistency between the predicted value of the
model and the true value. A loss function can provide a lot of practical flexibility
to a neural network, it will define how the output of the network is connected
to the rest of the network. Two loss functions are employed in our experiments.
One is GAN loss and the other is MSE loss.

Minimax Loss A GAN can have two loss functions: One for generator training
and the other for discriminator training. The generative and discriminative losses
look different from one equation [10]. In this experiment, we mainly take use of
minimax loss function in GAN model. In the minimax loss function, D(I, M)
represents the discriminative network and G(I, M;) shows the generative net-
work, M is a randomly generated mask, and I is the input image. M; is the
mask image having the exact size of the input image.

LytinMaz = ménmgXE[logD(I,M) +log(1 — D(G(I, M;), M;))]. (1)
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MSE Loss Mean Squared Error (MSE) is a popular loss function. You need to
square the difference between the prediction and the ground truth [48]. Then,
it takes average over the entire dataset. Finally, the MSE loss value can be
obtained. In the MSE loss function [48], G represents the generative network
and [ is the input image, ® is pixel-wise multiplication. The value of MSE loss
is always greater than 1.00. The closer this value is to 1.00, the more realistic
the training results are

Luse = ||M; © (G(I, M;) — D). (2)

Joint Loss The joint loss function is to combine together MSE loss and minimax
loss to obtain better training results. In training the network, we firstly employed
only the minimax loss. Then we take use of the joint loss for training in later
training. Such training methods can effectively improve training results.

Ljoint = min licr;nmax h]I)n E[Lysge +log(I, M) +log(1 — D(G(I, M;), M;))]. (3)

In the following sections, we will present our experimental results, which
further demonstrate the superiority of our algorithm design.

4 Result Analysis

In this research project, we took use of the CelebA dataset with 202,599 face
images for training [15]. CelebA is a large-scale dataset dedicated to face exper-
iments, containing more than 200,000 face images. In addition, the backgrounds
of the various face images in this dataset are often complex, which makes this
dataset a very suitable training dataset for this study. An example image of the
dataset is shown in Figure 3. There are 2,000 face images which were randomly
selected for training and testing.

The images are firstly preprocessed, and the pixels of the images to be used
are resized to 128x128. During the model training, we randomly add a mask
image whose size ranges from 24 x24 to 48x48. The inpainting result is shown in
Figure 5, we see that when we randomly add a mask to the image, the inpainting
is accomplished by using the autoencoder. The repaired image is very close
to the result of the unbroken image. From a naked eye point of view, this is
undoubtedly a very successful restoration. However, we still need data to support
the conclusions we see, here we choose PSNR and SSIM as our data support. We
took use of PSNR and SSIM as evaluation metrics in the testing phase. PSNR
is the most popular objective measure for evaluating image quality. Usually, the
larger the PSNR value, the higher the quality of image inpainting. SSIM is a
measure of how similar two images are [22]. The result is between 0 and 1.00,
and the closer the result is to 1.00, the higher the quality of image inpainting.

Since our generative network is use of two autoencoder networks, it is slower
to train than a model with just one autoencoder. But at the same training 1,000
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Fig. 3. The example of CelebA dataset.

epochs, the results of our inpainting method are better than that of just using
an autoencoder network.

Table 4. Comparison of Image Inpainting Methods.

Model Name PSNRs|SSIMs
Glcic(One Autoencoder)|31.86 |0.89
Our(Two Autoencoder) |36.74 [0.91

The test results are shown in Table 4. The average PSNR of the network
with only one autoencoder in the generative network is 31.86, and the SSIM is
0.89. Our test result has an average PSNR, 36.74, and SSIM is 0.91. We see that
our model has higher PSNR compared to the model using one autoencoder, our
model is about 5% higher based on this metric. The same is true for another
metric, SSIM is 0.02 higher than the model using one autoencoder. By compar-
ison, it is found that our modified model works better. Furthermore, our SSIM
is up to 0.91, which is very close to 1.00. The PSNR is also high, which not only
proves that our results are very good, but also further shows the reliability of
these two indicators. Overall, the deep learning model we used can accurately
inpaint missing parts of face images. With a number of iterations, the more
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Fig. 4. Three face image inpainting results. The first column is the input image with
Mask, the second is the output result, and the third is the ground truth.
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iterations, the better the visual effect. Although the model suffers from slow
inpainting speed, it is still an efficient model. In addition, the results of SSIM
and PSNR are also excellent, the overall reconstruction results are very realistic.
These are the great contribution of this paper.

5 Conclusion

This research project investigates face image inpainting based on autoencoder
and GAN. We propose a new deep learning model. Two autoencoder networks
are adopted in the generative part. We modified the training method. Firstly,
we calculated the minimax loss, and then the joint loss of the combination of
minimax loss and MSE loss. Due to the increased number of layers of the genera-
tive network, the training speed has decreased. But the improved method uplifts
image inpainting quality and increases the SSIM of the inpainting result from
0.89 to 0.91.

In the future, based on this result, we will make use of other test methods
to further demonstrate the superiority of our algorithm. In addition, we will
continue to optimize the algorithm and achieve better results. We will improve
the inpainting speed without reducing the visual effect. Furthermore, we will test
more datasets and check the results of our proposed method. We will inpaint
face images with large missing parts to improve the generality of the model.
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