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ABSTRACT  

Face recognition is an important biometric in video surveillance. However, the conventional algorithms of 

face recognition are susceptible to various conditions. The contribution of this chapter is to explore human 
face recognition by using deep learning methods, including positioning human faces on the given images 

at various distances and multiple angles. In the distances, the influence from the camera to a face and the 

size of the face in the images is diverse. We have collected various videos as the input and applied them to 

train the proposed models. The accuracy of human face recognition from the videos excluding training 

dataset is at 90.18%. The results indicate that deep learning method is able to recognize human faces with 

partial occlusion and various distances. 
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Accuracy 

INTRODUCTION 

With the rapid development of computer vision, artificial intelligence (AI) has become the core of 

contemporary high-tech, its applications include face detection and recognition. The key issue in face 

detection and recognition  is feature extraction which has  been developed rapidly based on computational 

intelligence (Bonetto et al. 2015; Wang & Srinivasan, 2017). There are many types of applications of face 

recognition, e.g., gender identification, ages and emotions are the most important characteristics of human 

faces. The main purpose of this book chapter is to automatically recognize human faces and affirm the class 

of the objects. This topic is also one of the important research fields in computer vision and deep learning 

(LeCun, Bengio, & Hinton, 2015).  

 

Face recognition, as a biometric, is a significant components of video surveillance and visual security which 

has been applied to human identification nowadays. In large shopping malls, face recognition is employed 

to monitor the passengers and provide users with convenient services. At the entrance of a railway station, 

airport, bank, supermarket, school or company, face recognition is applied to implement access control, 

which prevents the entry of aliens and ensures the security of premise (Zhang, et al. 2017). With the 

development of human face recognition, it has been applied to protect the privacy of users, improve the 

security of visual data.  Face recognition, as a special part of human-computer interaction (Bian, et al. 2016) 

identifies users, serves them with great convenience.  

 

In 1943, McCulloch and Walter (Landahl, McCulloch, & Pitts, 1943) proposed that the first artificial neuron 

model: MP model who connected the basic unit together to understand how human brain produces highly 

complex patterns. This has made a significant contribution to the development of artificial neural networks. 

In 1958, Rosenblatt greatly developed the neural network theory and applied it to real problems. In 1986, 

Rumelhart et al. proposed backpropagation algorithm, which is an important method in the neural network 

to calculate the errors of neurons after data processing (Liu, & Liang, 2005). This algorithm is still the most 

popular one of the most broadly applied artificial neural networks in artificial intelligence.  
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With the development of neuroscience, computer science scientists have found that brain signals are 

transmitted through a complex structure; if time permits, the characteristics are applied to understand digital 

signals, which led to the emergence of deep learning (LeCun, Bengio, & Hinton, 2015) for the establishment 

and simulation of human brain for analysis and learning. Convolutional neural networks (CNNs) (Karpathy, 

et al. 2014) have been successfully applied to visual imagery in the past few years. One of the most 

important factors is the need to provide a large amount of training data. But in face recognition, due to lack 

of large scale of data sets, a few of experiments were limited.  

 

The contribution of this book chapter is based on deep learning for face recognition, which will be 

completed in real time. For example, if people are near to the camera, the system will verify the influence 

of proportion of face to the total size of the given images, the proportion is thought as a major core. The 

relevant experiments require four parts: 1) Collecting the data set, 2) accepting the command parameters, 

and 3) defining the neural network model, 4) training and testing model.  

 

This book chapter is organized as follow. Literature review is presented after this introduction section, then 

the method and final results are demonstrated, the conclusion is drawn at last. 

 

RALATED WORK 

Deep Neural Networks (DNNs) have a history of more than 10 years. The DNNs were originated in 1943 

when Pitts and McCulloch (McCulloch, & Pitts, 1943) created a computer model based on human brain 

neural network that eventually became a hot topic after a century of development. Neocognitron ( 

Fukushima, & Miyake, 1982) was the first artificial neural network that introduced CNNs, where the 

receptive field of a convolutional unit gave weight vector. In 2006, Hinton (Hinton, Osindero, & Teh, 2006) 

presented the concept of a fast learning algorithm for deep belief net, who presented the deep learning 

methods and improvement of DNNs training model. However, deep learning remains in theoretical stage 

till Hinton’s team won the championship of ImageNet Large Scale Visual Recognition Challenge 

(ILSVRC) (Simonyan, 2015) by using AlexNet in 2012, it is an important milestone in the history ( 

Schmidhuber, 2015). The deep learning has aroused widespread concern after the ImageNet award. 

 

There are four reasons (Simonyan, 2015) that why AlexNet succeeded and DNN became one of the most 

popular topics: 1) Big dataset with millions ImageNet data, 2) assisting with GPU acceleration for model 

training, 3) the methods of preventing overfitting, e.g., dropout and data augmentation; 4) the development 

of nonlinear activation function, e.g., ReLU, tan, sigmoid. 

 

The number of images in dataset is an important factor that determines the accuracy of visual object 

recognition in deep learning. The method of data augmentation is to enhance the training data by using 

mathematical transformations such as Affine transformation, in order to achieve the purpose of reducing 

overfitting and improving the accuracy of recognition results. The two distinct forms of data augmentation 

respectively are to generate image translations and horizontal reflections and to alter the intensities of the 

RGB channels in training images (Krizhevsky, Sutskever, & Hinton, 2012). Both methods are able to 

convey multiple images from the original one with very few computations; the transformed images do not 

need to be stored on disk which are generated before model training in deep learning. 

 

Dropout was presented by Hinton (Srivastava,  et al, 2014) in 2012. The dropout is a neural network unit 

temporarily discarded from deep learning models in accordance with a probability in the training process 

of deep learning. It should be noted that the temporarily discarded neuron parameters are merely hidden in 

this training phase; the essence is to ignore the part of feature classifier, which means that the part of hidden 

layer nodes tends to zero in each loop of training. This approach can reduce the interaction in feature 

classifier, thus, effectively diminish the overfitting phenomenon. 
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Dropout is broadly employed in the field of DNNs (Gal & Ghahramani, 2016), which  directly shows the 

superiority of this method in improving the accuracy of verification results. But the drawbacks of dropout 

are also noteworthy, which greatly increase the time of data training and the complexity of the nonlinear 

activation function (Maalej, Tagougui, & Kherallah, 2016). However, both dropout and data augmentation 

are effective methods to reduce overfitting. 

 

Multilayer perceptron (MLP) is interpreted as an artificial neural network, which contains input layer, 

hidden layer, and output layer. The layers are connected by using fully-connected layer in MLP; the simplest 

MLP can have only one hidden layer. In CNNs, an MLP consisting of multiple fully-connected layers with 

nonlinear activation functions (Lin, Chen, & Yan, 2013). We see that images input to the MLP layer 

(Bengio, Courville, & Vincent, 2013) in the CNNs are an abstract one from convolution layers which 

describes that this feature is invariant to variations of the same concept after the feature extraction from 

convolutional layers. 

 
In MLP, the function is described (Gal & Ghahramani, 2016), if the input vector is x, the output vector is 

f(x), bias vectors are b(1) and b(2), weight matrices are W(1) and W(2), activation functions are G(·) and s(·), 

then the matrix notation of MLP is, 

 

      𝑓(𝑥) = 𝐺(𝑏(2) + 𝑊(2)(𝑠(𝑏(1) + 𝑊(1)𝑥))).                         (1) 

 
The output vector of MLP is obtained,  

                 𝑜(𝑥) = 𝐺(𝑏(2)  +  𝑊(2)ℎ(𝑥)) .                                  (2) 

 
In order to train the MLP layer, the DNN model needs to be trained with all the parameters, the set of 

parameters is {W(2), b(2), W(1), b(1)}.   

 

MATHEDOLOGY 

 

In this paper, we collected face images as the training dataset for five classes. The images with different 

distances, environments with various lighting conditions, human faces with multiple angles were taken as 

the test dataset, which increases the difficulty of face detection and recognition. Figure 1 shows the dataset.  

 

In order to improve the accuracy of face recognition, the amount of original data was augmented by 

generating new training dataset using the existing images. In this project, an image is generated 50 images 

after data augmentation like random cropping and scaling from multiple angles, random cropping is to 

enrich the face size and information, the position and size of the face have been modified after the randomly 

cropping. Figure 2 shows an image after randomly cropping, scaling, and rotating. 

 

In deep learning, the use of CNNs to achieve face recognition has attracted broad attention. This chapter 

refers to the SSD (Liu, et al. 2016) architecture for model design so as to improve the speed of face 

recognition. Firstly, the input image is extracted through a CNN architecture. Then, the model takes 

advantage of two MLP (Cireşan, et al., 2011) structures to implement visual object classification and 

localization respectively as the input of CNN model. Fig. 3 is the diagram of model structure. 

 
At first, if the DNN model is trained by using the input images, it is not an image followed by another, but 

N images will be input in one step (Krizhevsky, Sutskever, & Hinton, 2012), N is set as batch size. At the 

beginning of this model, the input images are needed, the dimension of model parameters is 4D. Among 
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them, 360640 is the size of the image, 3 is the number of colour channels of the image, because the image 

is with RGB 3-color channels (Wu, Lin & Chang, 2007). 

 

 

Figure 1 A part of the training dataset 

 

In the following convolutional layers of this model, the dimension represents the size of images that has 

height H and width W, channel number is C. Then, six convolutional layers were setup in this model. In 

these six convolutional layers, a 55 large convolution kernel was setup in the first convolutional layer to 

capture a wide range of information and assign a 33 small convolution kernel at the next five convolutional 

layers, which is applied to capture a small range of image information. In each of the six convolutional 

layers, a 22 maximum pooling layer is set for each convolutional layer. The maximum pooling operation 

means that for each 22 small mesh, the maxima of pixel intensity has been taken as the output, which 

reduces the size of the special name at the same time. 

 

After feature extraction of six convolutional layers, the feature maps of each sample were organized into a 

vector and further converted to a matrix. By expanding the vectors, dropout operations were added. The 

dropout operation indicates that at the time of output, the corresponding nodes are randomly deleted. If the 

dropout is conducted before fully connected layers, overfitting could be prevented effectively. 

 

Then, taken the extracted visual features of CNN as input, two dual-layer MLPs were constructed 

respectively for the classification and localization of visual object. The dimension of the output of the 

classified MLP is [N, nClass], where nClass represents the number of classes. In our experiment, nClass = 

5. Each row of the output represents a classification vector, 
 

                             𝑝 = [𝑝1, ⋯ , 𝑝𝑛𝐶𝑙𝑎𝑠𝑠],                                                            (3) 
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where 𝑝𝑘 represents the probability of the k-th classification of the input, which is applied to 

measure the gap between the predicted classification and the actual classification of the sample, 

cross entropy is generally employed as a loss function. The predicted classification vector of the 

given inpout is 

 
                               𝑞 = [𝑞1, ⋯ , 𝑞𝑛𝐶𝑙𝑎𝑠𝑠].                                                         (4) 

 

 

Figure 2 Images after randomly cropping 
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It satisfies that 

                                𝑞𝑘 = {
1     𝑘 = 𝑗

0     𝑘 ≠ 𝑗
  .                                                                 (5) 

The loss function of classification model is 

 

                         𝐿𝑐𝑙𝑠 = − ∑ 𝑞𝑘 𝑙𝑜𝑔 𝑝𝑘
𝑛𝐶𝑙𝑎𝑠𝑠
𝑘=1                                                          (6) 

 

Because the feature map of location MLP is [N, 5], each row of the output result represents the 

code of an ellipse shape. Let  𝐸̂ be the ellipse position predicted by the model,  𝐸 be the actual 

ellipse position of the sample, then the location loss function of model is 

 

                        𝐿𝑙𝑜𝑐 = ∑ 𝑓(𝐸̂𝑘 − 𝐸𝑘  ).5
𝑘=1                                                    (7) 

 

The norm of vector 𝐸̂𝑘 − 𝐸𝑘 was calculated.  The smooth 1-norm of function  𝑓(·) is chosen, then 

 

                          𝑓(𝑥) = {
|𝑥| − 0.5     𝑥 < 1

0.5𝑥2           𝑥 ≥ 1
                                                  (8) 

 

   

 

Figure 3 The structure of the proposed model 

 

RESULT AND ANALYSIS 
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Corresponding to the research objectives of this book chapter, three experiments were conducted. In order 

to complete the task of currency detection, the secondary work embarked on is the stages of research work 

from data generating, training data and resultant analysis. The experimental implementation can 

considerably benefit from the basic idea regarding the specific process of currency identification.  

 

According to the model design, the two sets of codes  𝐸1 = [𝑥𝑐 , 𝑦𝑐 , 𝑎, 𝑏, 180𝜙 𝜋⁄ ] and 𝐸2 =
[𝑥1, 𝑥2, 𝑦1, 𝑦2, 𝑏] are taken for model training. By taking weight 𝑤 ∈ {1,10}, a total of four models were 

trained. Related to 2,5000 training samples, a batch size of 50 was taken with 75 epochs, which requires a 

total of 30,000 steps. The model was implemented by using TensorFlow and NVIDIA GTX 1070 graphics 

card for accelerated training, each model training process spent about 4 hours. The training results are 

shown in Table 1. 

Table 1. Training results comparation 

Models Bounding Boxes Validations 

I [𝑥𝑐, 𝑦𝑐, 𝑎, 𝑏, 180𝜙 𝜋⁄ ] 0.8890 

II [𝑥𝑐, 𝑦𝑐, 𝑎, 𝑏, 180𝜙 𝜋⁄ ] 0.8832 

III [𝑥1, 𝑥2, 𝑦1, 𝑦2, 𝑏] 0.8962 

IV [𝑥1, 𝑥2, 𝑦1, 𝑦2, 𝑏] 0.9018 

 

 

Figure 4 The curve of training process 

 

The experimental results show that the accuracy of each model in the training is more than 99.00%, which 

indicates that the model has been fully trained. The correctness of the model is mainly compared by using 
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the accuracy based on the verification set. Table 1 shows the model IV with elliptic code E2, positioning 

weight w=10 has the highest accuracy based on the verification set, which reached to 90.18%. In order to 

further understand the training process of our model, a training curve is shown in Fig. 4. 

 

Figure 4(a) represents the loss function value, which was mainly employed to observe the overfitting of the 

model. If the loss function on the training set decreases while the loss function on the validation set does 

not increase, then the model did not appear overfitting. Figure 4(a) shows the model had not apparently 

overfitting. 

 

Figure 4(b) shows the results to compare the accuracy of the training and verification to observe whether 

the model has been adequately trained. The model basically converges at about 20,000 steps, the accuracy 

on the training set is almost 100.00%, which indicates that the model has been adequately trained. 

 

Figure 4(c) shows the comparison of the loss function values located and classified on the training set. The 

Figure 4(d) displays the accuracy for positioning and classification on the training set. The decrease of the 

value of the classification loss function is larger than the value of the loss function of localization. 

 

Of course,  various sizes of a face will be obtained at different distance. As shown in Figure 5, if a person 

moves closer to the camera, deep learning algorithms are able to detect the human face with a diversity of 

sizes in different distance. The size of the face in the image is an important factor that affects the recognition 

results. 

 

Figure 5 Human face with different sizes 
 

The size of human face is measured by using proportion of the face to the total size of the image. Let the 

width and height of the image be 𝑤 and ℎ, respectively; the ellipse shape of a face is denoted 

as {𝑥𝑐 , 𝑦𝑐 , 𝑎, 𝑏, 𝜙}, then the area of the bounding box of the human face is 
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𝑆𝐹 = 4√(𝑎 𝑐𝑜𝑠 𝜙)2 + (𝑏 𝑠𝑖𝑛 𝜙)2√(𝑎 𝑠𝑖𝑛 𝜙)2 + (𝑏 𝑐𝑜𝑠 𝜙)2           (9) 

 

Thus, the ratio of the face in the image is obtained by using 

𝐴 =
4

𝑤ℎ
√(𝑎 𝑐𝑜𝑠 𝜙)2 + (𝑏 𝑠𝑖𝑛 𝜙)2√(𝑎 𝑠𝑖𝑛 𝜙)2 + (𝑏 𝑐𝑜𝑠 𝜙)2          (10) 

 
Obviously, if A is larger, it indicates a larger face in the image, people are closer to the camera; otherwise, 

if A is smaller, it reveals a smaller face is detected in the image, that represents that human face is far from 

the camera. In order to better understand the influence of proportion of a human face on the accuracy, the 

accuracy rates and IoUs for different sizes of faces were calculated. 

 

Figure 6 The relationship between face ratio and accuracy 

 
From the histogram, if the proportion of a human face is small, the number of samples is large; if the ratio 

of faces increases, the number of samples gradually decreases. At the same time, both the accuracy and the 

IoU are increasing at first and then decrease. The reasons are: (1) If the face occupies a large proportion of 

the image, it is easily to be recognized and the accuracy is high; (2) The proportion of the face area to the 

image is large, the number of samples is less. Therefore, the values of accuracy and IoU are around the ratio 

0.40, which begins to decline, because there are few samples, the statistical results fluctuate obviously. 

 

CONCLUSION  

 

There are two types of algorithms for detecting human faces from digital images and videos which are 

conventional machine learning and deep learning. Both algorithms are able to achieve high accuracy in face 

recognition, but conventional machine learning was not able to make a significant breakthrough based on 

aging, distance, partial occlusion, facial expression (Feng, Yuen, & Dai, 2000, Cui, 2014, Cui & Yan, 2016). 

In this book chapter, the use of ConvNets algorithms is an excellent solution on human face recognition, 

which greatly improves the efficiency of face recognition. The test videos contain a face with a broad range 
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of distances, the proposed model can still accurately detect the human face. Face detection using deep 

learning algorithms is beyond the recognition of using conventional machine learning methods. 

 

Deep learning algorithms are effectively applied to solve a variety of external interferences in face 

recognition, but which requires a bit big dataset and huge training time. It may take much time in image 

augmentation and model training, even using a powerful GPU. In addition, the face detection algorithm by 

using deep learning algorithm in this book chapter mainly refers to the SSD model (Liu, et al., 2016). There 

are many other deep learning algorithms that might optimize the neural network model, such as sparse 

coding, autoencoder, and deep belief network (Arel, Rose & Karnowski, 2010). 

 

In future, the proposed network model is needed to be optimized based on the existing results (Yan, 2015, 

Yan, 2019, Yan, 2021). Firstly, the network model needs to effectively be designed by matching with facial 

features. Secondly, the training dataset should be reduced as much as possible to improve the training 

efficiency and availability (Wang, 2018). 
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