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In this paper, we aim at sailboat and kayak detection from digital images using deep learning. The main
dataset is created by ourselves, we have collected the images at the harbour near our city, Auckland. In the
sailboat and kayak detection, we search for a set of best parameters for the baseline of YOLOv5 model. In this
paper, we propose a spate of backbone structures for the purpose of comparisons, we are able to find out the
best structure for the kayak detection using our training dataset. Finally, we verify our proposed model and
compare it with an existing well-trained model by using ensemble learning. All results are obtained based on
a computer with GTX1060 6G RAM GPU.
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1 INTRODUCTION
In computer vision, visual object detection is a classical problem. The most popular method in
object detection field is YOLO network. YOLO has been improved in the last 5 years, the versions
of YOLO have experienced from YOLO to YOLOv5.

Pertaining to methodology of ship detection, especially in the field of sailboat and kayak detection,
there are few research methods and outcomes as well as datasets. In a country with a unique boat
culture like New Zealand, there are always many different boats on the water. We conduct this
research with the hypnosis that it will assist races, companies or others with boat management.
The ship images include heuristic scenes of all categories. Therefore, in this project, we provide a
dataset based on the images of sailboats and kayaks. In addition, we also evaluate the performance
of YOLO[8][22] and Transformer[29] models, we generate excellent results for the specified tasks.
In this paper, we propose our baseline model for sailboat and kayak detection, then we improve the
performance of our proposed model based on deep learning.
There are a spate of sailboats moored in the harbour of our cities. In this paper, we combine

deep learning and ship culture together. The main purpose of visual object detection is to identify
the target object. There are two-fold methods: One is two stages methods before 2016 for locating
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visual objects and detecting the objects; other methods are based on one stage, such as YOLO (You
Only Look Once) model which has been widely cited since 2016 [22].

Before CNN has been applied to visual object detection, specified features have been adopted in
conventional machine learning methods[30] popularly. It makes use of a sliding window to find
object after resizing and scaling the given images. R-CNN model takes use of convolution backbone
for extracting feature maps, then SVM is employed for classification[8]. Fast R-CNN[7] selected
neural networks as the classifiers for pattern classification. Faster R-CNN[25] came out with an
end-to-end model, under the support of an RPN net layer. Mask R-CNN[11] is implemented for
instance segmentation and visual object detection.
The rest of this paper is organized as follows: In Section 2, we will review our literature; In

Section 3, we detail our algorithm; In Section 4, we demonstrate our results. In Section 5, we will
draw our conclusion and envision our future work.

2 LITERATURE REVIEW
The main novel point and difference of YOLO model are that it takes use of inferences between
visual objects and its index in one single regression. YOLO9000 [23] was proposed after YOLOv2,
which detected 9,000 classes of objects and improved the performance of visual object detection.
Then, YOLOv3 [24] was put forward with the backbone Darknet-53. YOLOv4[1] was proffered in
2020 to solve the training problems much efficiently, which can execute the whole model within
one GPU. YOLOv4 and YOLOv5 are the state-of-the-art methods at present. YOLOv5 improved the
performance by adding a few of tricks on YOLOv4. YOLO networks have been applied to real-time
object detection [31][18].

Transformer is a useful method that is well known after NLP method and BERT model[4] which
was proposed in 2018. The BERT model is pre-trained by a huge text dataset, BERT[40] net has
different NLP tasks. On the other hand, Transformer with multi-head algorithm is employed for
modeling in images[35][39] and other fields after 2018.

There are two types of Transformer backbones in computer vision. DETR [2] backbone is a repre-
sentative which implements Transformer as a pipeline inside CNN in visual object detection. In the
field of computer vision, convolutional neural networks have always been well explored. Especially
in object detection tasks, CNN is a classic choice [10][28]. Vision Transformer[6] implements only
the pipeline without CNN for backbone structure.
The base and core method of Transformer[29] is attention [13]. The Facebook team has imple-

mented YOLO model with attention[2]. The method is based on encoder-decoder structure between
CNN backbones. There are also a pretty assortment of usages of Transformer[37–39], for example,
the performance of machine learning methods for visual object detection can be improved by using
Transformer.

3 METHODOLOGY
In this section, we will show our discussion related to the model structure and the differences
between multiple structures.

3.1 Backbone
The core difference between YOLOmodel and other object detection method (e.g., R-CNN [7]) is that
YOLO takes use of one inference to get the probability of index. YOLO treats object classification as
a regression problem, but the other method such as R-CNN deals with the problem as an object
recognition problem by using pattern classification, bounding box is employed for regression.
Therefore, YOLO is more suitable for object detection problem than R-CNN.
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The main structure of YOLO[22] network is a group of convolution input, then a fully connected
layer is followed.
On the other hand, the activate function of YOLOv5 network is use of the leaky ReLU loss

function, which contains the influence of the negative value during the training process. It is much
suitable for regression than ReLU. The loss function needs to consider the errors between inference
and the true index. Hence, a binary loss function will be useful in YOLO network, in this case, we
select BCE-loss function for YOLOv5 model.
Transformer [29] is a popular method to solve the Seq2Seq problem. The main structure of

Transformer is the encoder-decoder framework, which is an end-to-end algorithm to solve the
sequence to sequence problem. Seq2Seq means the input is a sequence of data and the output is
also a sequential data. The input process is called encoder and the output process is called decoder,
all memory will be saved as context. [16]

All the methods associated with this framework are related to encoder and decoder. The Trans-
former has a multi-head attention method, which simulates mechanism of human attention. Atten-
tion method usually refers to computing convex combinations of content-based vector sequences,
the weight itself is a function of the input.

𝑀𝐻𝐴𝑡𝑡𝑒𝑛(𝑥, 𝑞) =
𝑁ℎ∑︁
ℎ=1

𝐴𝑡𝑡𝑒𝑛𝑊𝑘 ,𝑤𝑞 ,𝑤𝑣 ,𝑤𝑜
(𝑥, 𝑞) (1)

In this case, multi-head attention method is considered as the integration of low-dimensional
original attention layer. In Section 3.2, multi-head attention will always be better than single- head
attention. Therefore, multi-head attention Transformer is implemented between YOLO backbone
and the fully connected layer.

The main idea of a Transformer is attention, the basic framework is the encoder-decoder structure.
Therefore, in order to implement Transformer+YOLO model, we need to split the original YOLO
network into two parts: Backbone and the fully connected layer. As stated, the backbone of YOLO
is designed for extracting visual features, the fully connected layer is implemented for output. Thus,
we implement Transformer and YOLO net together, we need to connect backbone output to the
encoder, link the decoder output to the fully connected layer.

YOLO model for visual object detection needs to “look at once" which inferences the index with
probability directly. However, before YOLO model was proposed, the method will be considered as
R-FCN which is a method to inference object first and then predict the suitable index location. It
took use of a moving 2D window to search on the map to find the most suitable index coordinate.
R-FCN is a typical method for object detection, ResNet-101 net is applied as its backbone structure.

Fig. 1. The backbone of YOLO model with a Transformer.

Because deep learning methods are becoming stronger and stronger, the training dataset always
needs a huge amount of data for training a deep net with the suitable weights, ImageNet[19] is a
popular and useful dataset in computer vision, which contains a large number of images.
After the BERT model [4] was proffered, pre-training has been taken. The main idea of pre-

training is to replace the weights of a random layer with a group of weights of the trained net.
This method can be employed in the similar tasks, which may make a little bit change in feature
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layer is called fine-tune or transfer learning. Based on the specific and unique characteristics of this
method, we are use of the method for sailboat and kayak detection so as to save the training time.

3.2 Uniform Blending
By using the theoretical analysis of uniform blending, we have

𝐺 (𝑥) = 1
𝑇

𝑇∑︁
𝑡=1

𝑔𝑡 (𝑥) (2)

𝑎𝑣𝑔((𝑔𝑡 (𝑥) − 𝑓 (𝑥))2) = 𝑎𝑣𝑔(𝑔2𝑡 − 2𝑔𝑡 𝑓 + 𝑓 2) (3)

= 𝑎𝑣𝑔(𝑔2𝑡 ) − 2𝐺𝑓 + 𝑓 2 (4)

= 𝑎𝑣𝑔((𝑔𝑡 −𝐺)2) + (𝐺 − 𝑓 )2 (5)

= 𝑎𝑣𝑔(𝜖 (𝑔𝑡 −𝐺)2) + 𝐸𝑜𝑢𝑡 (𝐺) (6)

When any two models are mixed, it will record generalization error as 𝑒𝑟𝑟𝑜𝑟1 and 𝑒𝑟𝑟𝑜𝑟2. By
using an ensemble learning method based on these two models, it shows,

𝐸𝑛𝑒𝑤 ≤ 𝑎𝐸1 + (1 − 𝑎)𝐸2 (7)

In this case, if averaging two models together, the generalization error will always equal or less
than the weight sum of each single model. Therefore, the blending method will be chosen at the
end of this project to improve the performance of our proposed model.

Algorithm 1 Training a model

Input: 𝐷 (𝑁 )
𝑡𝑟 : Training set; 𝑁 : Number of total training images; 𝐶𝐹𝐺 : Initial parameters; 𝐹𝑛 : Fold

number; 𝑙𝑟 : Learning rate
Output: Optimal Model:𝑀∗; Out-of-fold Prediction set: 𝑃𝑜𝑜 𝑓
1: initial random state and model weight𝑊0;
2: repeat
3: Set random seed 𝑅;
4: Divide into 𝐷

(𝑁𝑡𝑟 𝑠)
𝑡𝑟 (training set) and 𝐷

(𝑁𝑣𝑎𝑙 )
𝑣𝑎𝑙

(valid set), where 𝑁𝑡𝑟 =
𝐹𝑛−1
𝐹𝑛

𝑁 and 𝑁𝑣𝑎𝑙 =
1
𝐹𝑛
𝑁 ;

5: Loading the YOLO model structure by using 𝐶𝐹𝐺 ;
6: Loading the pre-training weight.
7: repeat
8: Set Adam optimizer and a stable learning rate 𝑙𝑟 ;
9: Training by using 𝐷 (𝑁𝑡𝑟 𝑠)

𝑡𝑟 ;
10: Compute the target loss 𝐿𝑜𝑠𝑠𝑙𝑜𝑐𝑎𝑙 by using BCELoss
11: Update 𝐿𝑜𝑠𝑠𝑏𝑒𝑠𝑡 if 𝐿𝑜𝑠𝑠𝑙𝑜𝑐𝑎𝑙 < 𝐿𝑜𝑠𝑠𝑏𝑒𝑠𝑡
12: Update saving Model𝑀∗

𝑓 𝑜𝑙𝑑
if 𝐿𝑜𝑠𝑠𝑙𝑜𝑐𝑎𝑙 < 𝐿𝑜𝑠𝑠𝑏𝑒𝑠𝑡

13: Loading valid set and compute valid loss;
14: Save valid loss with best model as out-of-folder result set 𝑃𝑜𝑜 𝑓 .
15: until 𝐸𝑝𝑜𝑐ℎ times OR 𝐿𝑜𝑠𝑠𝑏𝑒𝑠𝑡 has no change for 3 epoch.
16: until 𝑓𝑛 times
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Algorithm 2 Transformer modeling
Input: 𝐷𝑡𝑟 : Input image;
Output: 𝑂𝑢𝑡 : Model Out;
1: Image resize from 𝐷𝑡𝑟 to 𝐷𝑡𝑟 ;
2: Take Batch Normalization from 𝐷𝑡𝑟 to 𝐵𝑁𝐷 ;
3: Implement 𝐵𝑁𝐷 Linear Transform and get 𝐿1;
4: Reshape 𝐿1 to multi-head from and select 3 dimension: 𝑞,𝑘 ,𝑣 ;
5: 𝑞 × 𝑘 and implement transpose, gives 𝑎1;
6: Take Softmax to 𝑎1 and gives 𝑎2;
7: Implement Dropout at 𝑎2 and gives 𝑎3;
8: 𝑎3 × 𝑣 and transpose back to original image shape 𝑎4;
9: Taking the linear transform to 𝑎4 and get 𝑎5;
10: Dropout 𝑎5 and gives 𝑎6 as attention output;
11: Implement Drop path for 𝑎6 and gives attention layer out: 𝑎7;
12: Add original input 𝐷𝑡𝑟 and 𝑎7 gives output: 𝑂𝑢𝑡1;

13: Take Batch Normalization to 𝑂𝑢𝑡1 to get𝑚1;
14: Send𝑚1 into full connected layer 1 and get𝑚2;
15: Using GELU as activate function to𝑚2 and get𝑚3
16: Dropout𝑚3 and gives𝑚4 as MLP layer 1 output;
17: Send𝑚4 into full connected layer 2 and get𝑚5;
18: Dropout𝑚5 and gives𝑚6 as MLP layer 2 output;
19: Implement Drop path for𝑚6 and gives MLP layer out: 𝑂𝑢𝑡2;

20: Combine two layer together, then gives 𝑂𝑢𝑡 = 𝑂𝑢𝑡1 +𝑂𝑢𝑡2

4 EXPERIMENTS
In this section, we detail the main process, key parameters, and methods. We will also explain the
whole training and testing process as well as the details of parameter searching method.

4.1 Dataset
The dataset in this project was created by ourselves and contains approximately 1, 000 images of
sailboats and kayaks. This dataset includes 600 images of kayaks, and 400 images of sailboats. Most
of the sailboat photos were collected from local harbors, other pictures were from the America’s Cup
and the Olympic canoeing matches. The labels of each picture are tagged manually, the coordinates
of each sailboat and kayak location are marked as the index of visual objects. Each photo contains
at least one index, there are total more than 2,700 indexed images of sailboats and kayaks. Besides,
there are a few of matches video from America’s Cup and Olympic games were selected for testing
our proposed model.

The training set takes 80% of the data from the dataset for training and 20% of the data for testing.
It has enough visual objects of sailboat and kayak in the collected images, there are more than 500
indexes in testing set. In order to calculate the true generalization errors, all the testing set will not
be used for training model. Validation set takes 20% of the training set, which was employed to
implement a 5-fold of cross-validation[20] to evaluate the performance of each model.
To solve a object detection problem, it not only needs to recognize the target object but also

demands to find the index of it. In this case, the model will give a series of object location and its
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probability. Therefore, the evaluation method of the model will be based on the accuracy and the
true value (with 1). The true value of true negative will be marked as ‘0’, the false positive will be
marked as ‘1’.

4.2 Implementations
In this section, we will probe how to get the best parameters of each models after training. As
described, a pre-training method will be employed for this task. The ImageNet-1k [19] pre-training
weight is taken as the initial value of YOLO network, which will include the weights of all layers.
We start the first run with epoch 10, learning rate as 1.0×10−4, and the default binary cross-entropy
loss.

The quality of dataset will influence the performance of the proposed model. The image size of
input photo will impact the efficiency of training process. The dataset is collected by using mobile
cameras, original image resolution is around 4000 × 4000, it will waste a lot of computing resouces,
YOLOv5 net will set the input image size as 640 × 640 [21]. Under this condition, the input images
will also be resized as 512 × 512 and 256 × 256.

Table 1. Training progress of multiple input sizes of images

Data-set Quantity Image size Epoch Time
S&K-1000-Original 2787 640 × 640 3 5.70 (h)
S&K-1000-Cleaned 2749 512 × 512 3 4.50 (h)
S&K-1000-Cleaned 2749 256 × 256 3 3.60 (h)

The modeling environment is a 6G RAM GPU. From the testing result, we decide the input size
by considering the hardware, it shows 512 × 512 will generate better training parameters and an
excellent performance.

Fig. 2. We compared the results of learning rate searched by using previous input size 640 × 640, 512 × 512,
256 × 256. Finally, it shows 512 × 512 to have the best accuracy with 83.10%. To test the best learning rate,
the epoch will be set as 50.
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We freeze the parameters before searching for the best learning rate. Fig. 2 shows 8.00×10−4
is a good learning rate for YOLOv5 model. Other training method will start by using this group
parameters.

In the next, we will test the loss function to replace cross-entropy function. The log loss, exponen-
tial loss, hinge loss and categorical cross-entropy functions are employed to get a better accuracy,
because this problem is much like a binary classification. According to the training outcomes, the
categorical cross-entropy function is the best one with YOLOv5 model.

Table 2. Cross-validation scores with multiple loss functions

Loss function Epoch Minimal Loss CV Score
Cross-entropy 5 0.0018 0.2314

Log loss 5 0.0033 0.3124
Exponential loss 5 0.0037 0.2928

Hinge loss 5 0.0089 0.2882
Categorical cross-entropy 5 0.0012 0.2135
a All methods are working at the epoch 5

From Table. 2, we see the training progress converged if epoch equals to 5, so we set all methods
with epoch as 5, this will save our computing time and get the best outcomes. Thus, we take use of
the same parameters in the Transformer model.

The best parameter of YOLOv5 baseline is the input size 512 × 512, learning rate with 0.0008, and
the categorical cross-entropy function is set as the loss function. In order to continue improving the
performance of the baseline model, we ensemble the models to expect a better CV score.[12] The
core ensemble learning method will include the voting and blending, where the blending method
is applied to calculate the probability(confidence) of each class of visual objects, the voting is to
decide which object it is at last.
Each model will generate a group of prediction results with probabilities. In order to blend

object detection results, it needs to count how much index in totally, and assign each index with
other objects. It needs to make sure that all indexes have a series of prediction with label “Kayak”,
“Sailboat”, and “Other Boat”. Then, we will calculate the average of each model and assign every
model a weight. The next step is to take the weighted mean value as the final probability. In order
to find the best weight of each model, we search for the best value by using the cross-validation
prediction result.
After got the probability of each model, the next step is to vote with these models. Each model

has the vote value as same as the probability, it will determine which class received the most votes,
the final class will be marked as it. On the other hand, if the probability is too low, it will also
be regarded as a wrong prediction, and this index will be removed. Table 3 shows the ensemble
learning method reduces the cross-validation error and gives a better result.

Table 3. Ensemble learning results

Model Structure Number CV Score Test set Score
YOLOv5 1 0.2298 0.3014

Transformer 2 0.2043 0.2833
1+2 Ensemble 3 0.1989 0.2798
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4.3 Results
Fig. 4 shows that the index is correct but it gives a probability around 80%. In this case, the
final accuracy will be much better, but the cross-validation error and generalization error will be
influenced by this “un-confidence" probability.

Fig. 3. The result with a high confidence and the output with a high probability

Fig. 4. The test image from Olympic games, which contains Kayaks and other boats. It shows that the output
of the target model will contain a group of indexes and probabilities.

5 CONCLUSION AND FUTUREWORK
In this project, we implement a method for detecting kayaks, sailboats and other types of boats, we
successfully blend YOLOv5 and Transformer together for visual object detection. For each model,
our experiments have been conducted to find the best variables and parameters such as input size,
learning rate, and the best loss function. Finally, we ensemble these models and get a model with a
better cross-validation error and generalization error. In next stage, we will look for other suitable
structures and expect to get better results [17, 33, 34].
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