
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Ski Fall Detection from Digital Images Using Deep Learning 
YULIN ZHU 

Auckland University of Technology, Auckland 1010 New Zealand 

WEI QI YAN 

Auckland University of Technology, Auckland 1010 New Zealand 

Abstract. In this paper, we explore how to take advantage of computer vision to assist ski resorts and monitor the safety of 
skiers on the tracks. In order to quickly detect any falls or injures, and provide first aid for injured people, we make use of 
archived ski videos, which are employed to explore the possibility of skiers fall detection. Throughout combinations of visual 
object detection with human pose detection by using deep learning methods. Our ultimate goal of this project is to provide a 
way for ski safety monitoring which has potential applications for physical training. Our contribution in this paper is to 
propose a fall detection method suitable for skiers based on visual object detection, we have obtained 0.94 mAP accuracy 
in preliminary tests. 
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1 INTRODUCTION 

Skiing is popular in the world because of its unique interest. After a long time of development, it has become a 
fashion sport in winter. However, we should also pay special attention to the dangers in enjoying the funny 
brought by skiing. With the increasing populations of skiing, skiing is no longer just a recreational activity, but 
also has gradually developed into a professional game in the Winter Olympic Games. Skiing is mainly 
grouped into outdoor alpine skiing and indoor skiing. How to ensure skiing safety and reduce skiing injury is 
the focus of the safety measures of ski resort. In skiing, the number of people injuries has always been 
increased every year [1，2], which not only hinders the development of skiing skills, but also brings huge 
losses, even the lives of the injured people outdoors like high mountains. By quickly detecting falls or other 
unusual events, faster injury rescue and the first aid could be served timely. 

Inspired by research outcomes that take use of weather forecasts to predict ski injuries, visual object 
detection is employed to detect and mark a skier’s fall from a sequence of digital images or motion pictures. It 
is expected that digital videos from surveillance with computer vision could reduce the work pressure of 
security and rescuer, and shorten the rescue time. 
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In this paper, we take use of a sequence of video frames to detect fall actions in spatiotemporal domain. 
Our contribution is to detect incidental falls of outdoor skiers. Unlike indoor detection, outdoor ski scenes often 
have a larger white area and people are often harder to be detected. As the novelty of our research project, 
we combine computational methods of human skeleton detection and object detection together, which 
improves the accuracy from 0.76 mAP to 0.94 mAP. Due to the use of less training samples, we believe that 
this result can still be further improved. 

The remaining part of this paper is organized as follows. Literature will be reviewed in Section 2. Our 
methodology is depicted in Section 3. Our result analysis is presented in Section 4. Our conclusion and future 
work are addressed in Section 5. 

2 LITERATURE REVIEW 

A systematic review on fall detection from digital images is classified into 3-fold, including fusion-based 
method, vision sensor systems, and physical devices [3]. Most algorithms [3] for fall detection are important in 
the context of real world. By limiting to accelerometer-based fall detection algorithms, the implementation and 
comparison have been proffered and analyzed recently [4]. These algorithms are working with various 
parameters and thresholds together. A study provided guidance on comparing accuracy of threshold-based 
detection approach with machine learning-based approach, including logistic regression, naïve Bayes, 
nearest neighbors, decision tree, and support vector machine [5]. By feeding the dataset into two classifiers, it 
is reported that the best machine-learning algorithm gives the highest accuracy than the high-performance 
threshold-based algorithms. In contrast, the methods measuring acceleration performs better to detect falls as 
they have lower error rates and higher detection rates [6]. 

It is crucial to detect falls automatically for both indoor and outdoor scenes. There have been numerous 
studies for fall detection using various methods, including wearable devices and visual-based systems. More 
research work has been conducted indoor fall detection from surveillance videos [7–15], in this paper, our 
focus is mainly on detection of outdoor activities [16–18]. 

A novel approach for outdoor fall detection aims to use an ellipse method to model the shape of the person 
from color images, estimate the person’s activity by using a state vector and an observation vector from a 
single camera [18]. This approach overcomes the difficulties of illumination under an outdoor environment. 
However, it could not resolve the problems of detecting multiple people and multiple falls that simultaneously 
occur in the same scene. 

It is reported that occlusions, computational complexity, and false alarm rate are considerable barriers for 
vision-based fall detection [7–15, 17–19]. One approach of fall detection is to measure velocity and inactivity 
based on the 3D bounding box of deformation [8]. Mastorakis et al. [8] proposed highly completed privacy 
prevention, the method on fall-like actions including lying down and crouching are wrongly detected. An 
ellipse method was later supplied to distinguish between “fall-down” and “fall-like” activities under a camera 
tilted against the horizontal. In Chen’s approach [11], skeleton extraction and ellipse fitting are combined for 
various human shapes. Nevertheless, the challenge is to automatically model human postures with much 
reliable computations. 

 Instead of using only bounding box or conventional ellipse methods, Fourier Temporal Features are 
proposed as a shape matching method to determine the silhouette of individuals in an image sequence [10, 
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30]. Another three-point representation based on human shape variation reaches high successful detection 
rate 90.50% and overcomes a false alarm rate 6.70% with the minimum computational complexity [7]. 

Over the past few years, machine learning methods, particularly associated with neural networks, which 
have played an essential role in designing pattern recognition methods [20]. The availability of deep learning 
is crucial in the recent success of pattern recognition such as continuous speech recognition and handwriting 
recognition. A better pattern recognition method was created with automated model training with less reliance 
on manually-designed deep nets. Lecun et al. [20] proposed a graph converter network (GTN) for global 
training of multimodule systems by using a gradient-based approach to minimize the overall costs. Two kinds 
of online handwriting recognition methods are introduced and the relevant experiments are carries out. The 
experiments show the advantage of global training and scalability of graph transformation networks. At the 
same time, a graph transformation network for reading bank checks is also introduced. It makes use of a 
character recognizer based on convolutional neural network (CNN) to provide accurate business and personal 
inspection records. 

Various perceptual and machine learning methods have been proposed to monitor human activities 
automatically [21]. Visual information to identify human activities (computer vision method) is one of the most 
usual methods. However, these methods have limitations, such as being affected by indoor lighting conditions 
and obstacles. Jung & Chi pointed out a human activity classification model based on voice recognition and 
investigated its performance and limitations. In the project, 10 activity classes that are carried out in the room 
were selected, the corresponding images were collected for preprocessing, two-bit feature vectors are 
converted for model training and evaluations. The accuracy rate of the established neural network model is 
87.20%. The problems encountered are based on the differences in data collection, such as the number of 
samples, the number of classes, and the objects to be detected and recognized. These reasons will affect the 
training and evaluation process of the classification model. From the experimental results, we see that it is 
possible to use deep learning models to classify various signal patterns of human activities. 

Various CNN nets [22] including multilayer architecture with the low-level features on body limp parts are 
applied to overcome the barriers of posture estimation. A stacked hourglass network has been employed to 
determine the accurate pixel location of key points provided in an RGB image [23]. One of the issues is how 
to annotate visual objects with background, another problem is the possible exclusion of non-visible body 
joints. 

You Only Look Once (YOLO) presents a unified real-time system by spatially separating bounding boxes 
[24]. Additionally, YOLO shows a higher computation speed compared to other highly ranked detection 
frameworks in feature extraction. Consequently, OpenPose successfully detects 2D pose in real-time with 
multiple people [25]. The combination of different methods is a critical role in fall detection. Therefore, our 
approach is to utilize the combination of YOLO and OpenPose to control the efficiency and reliability based on 
multiperson fall detection in video surveillance. 

3 METHODOLOGY 

CNNs are a class of convolution operations associated with Feedforward Neural Networks (FFNN), which are 
representative algorithms of deep learning [25]. A convolution unit usually contains a convolution layer, an 
activation function, and a pooling layer show as Fig. 1. CNNs have been used to extract features from digital 
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images. The process of YOLO convolutions is to use a 3x3 or 7x7 convolution kernel to slide through the 
windows on the image successively, and extract the visual features of the images after the operations. 

 

 
Figure 1:  Part of CNN structure in YOLOv5 
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For visual object detection, it usually includes object locating and classification [24]. Classification is a way 
to carry out visual feature matching through convolutions, and finally obtain an assigned label. Locating is the 
process to find the location of the object on the image. So there are two types of methods for visual object 
detection: one-stage detection methods and two-stage detection methods. One-stage detection methods 
conduct classification and localization information directly from the backbone network, which is relatively 
faster. Compared with one-stage detection methods, two-stage detection methods take one more steps of RoI 
using RPN (i.e., Region Proposal Network) [27]. The purpose is to obtain the object position accurately and 
improve the detection accuracy, but will slow down the detection speed (i.e., frames per second). 

Because surveillance videos are dynamic, we expect to detect the people and easily judge whether they 
fall through digital image processing under the given speed. Therefore, we chose to highlight human body 
skeleton so that the one-stage detection algorithms are able to find the object and classify it easily and 
accurately. 

 

 
Figure 2:  Mark skeleton 

 

Conv
(Include convolution layer 

And
 activation function)

SPP-Net
(Include Max-
pooling layer)



5 

In order to investigate the influence of the input images to the model, three schemes were selected. For 
skiing scenes, it is relatively difficult to quickly identify the skier in a video, as the clothing and background are 
easily blended together. It is assumed that the detection accuracy of object detection is improved by applying 
human skeleton. In this project, we have two methods for the original image as shown in Fig. 2 by using 
OpenPose [25]. The first is to remove the background by redrawing the skeleton on a black background, 
because in the ski resort, human clothes are easily mixed with background, we take use of the color marked 
skeleton, keep the background in black, and reduce the disturbance of the clothes color, conduct a 
convolution that has more obvious characteristics. The second method is to attach the color skeleton directly 
to the original image, without the background and clothing. The goal is to focus on the actions of the 
characters and separate the players from the background as shown in Fig. 3. 

 

 
(a)                                                       (b)                                        (c) 

Figure 3:  The three types of input images (a) Original image (b) Black image (c) Color image 
 

The marked skeleton from the result of OpenPose as shown in Fig. 4 along with the color images are used 
as the input, after first 10 layers convolution, VGG-19 outputs a set of feature maps, then the network has two 
separated branches, one branch is to predict the confidence, key points or human joints. The other is to 
predict the pixels direction in the skeleton of human body. 

 



6 

 
Figure 4:  The network structure of OpenPose 

 
In each subsequent stage, the input of the network will be employed for the predictions from the previous 

stage with original image to connect with feature map, we apply them to produce the refined prediction of 
human joints and connect them to our human body. 

 

 
(a) 

 
  (b)                                                                       (c) 

Figure 5:  The result of two-branch multistage CNN (a) Original image (b) Background heat map (c) Superposition of heat 
map 
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Greedy inference algorithm was harnessed to parse the confidence maps, and quickly map these joints to 

different individuals based on the detected joints and joint connectivity regions. The result is shown in Fig. 5 
Based on the inspiration of segmentation and detection of small objects in large images, the goal of our 

project is to improve the accuracy of tiny object detection in the case with a small number of samples. If we 
are simply use of the original images for model training, overfitting or underfitting may occur. In order to avoid 
such issues, we firstly identify human skeleton and take use of vivid colors to mark it. The purpose is to give 
the same object with two labels for complementary purpose. For example, we firstly identify players, then find 
whether the people have made a specific action so as to improve the detection accuracy. It is also important 
to select an appropriate number of convolution kernels, which will determine the width of feature map. 
Pertaining to YOLOv5, there are four network structures with various network depths and widths [23]. As a 
comparison, we chose YOLOv5s and YOLOv5m which have different numbers of convolution kernels and 
residual units, respectively. 

4 RESULT ANALYSIS 

In this paper, image-based object detection will be conducted to detect skier falls. The method of comparative 
experiment is applied to assert whether the model having skeleton will have a higher accuracy rate. Our 
program was run on a laptop equipped with Intel i7 6700 CPU, Nvidia GTX960M GPU. The Operating System 
(OS) is based on Ubuntu 20.04 LTS, plus Anaconda 3 with Python 3.6. In order to mark body skeleton, we 
utilized OpenPose V1.6.0, and modified YOLOv5 to reach the result we expect. The CUDA Drive and cuDNN 
have been installed to accelerate the model training and visual object detection. In this paper, we take use of 
the videos from YouTube and selfie footages. 

We are use of OpenPose to extract skeletons through the way of extracting each frame, generate three 
groups of images, which contain color skeletons with background. There are 282 images which were obtained 
for each group, including 252 frames extracted from the YouTube videos and 30 images from our own video. 
The training set includes 85.00% frames extracted from the YouTube videos, which contributed to 100 
normal/stand samples and 124 fall samples. The validation set has 15.00% images and another 15.00% 
images from our footage. 

In this paper, we consider three experimental scenarios. We selected ski videos from YouTube and some 
videos taken by myself. The videos were split into three groups: Original video, skeleton video with black 
background, and the video with skeleton marked on the original video. By extracting the frames of three 
videos and manually annotated, we obtained a total of 1,500 labeled images for our model training. 
    Throughout the model training by using images labelled with skeletons, we see that visual object detection 
is a fast method to detect whether skiers fall. The detection process is fast and the results are accurate. As 
the highest test results, the accuracy rate reached up to 0.94 mAP. 
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Figure 6:  The mean average precision over 50.00% 

 
We compare and analyze the training results. In the design of our experiments, we carried out two image 

processing methods based on the same set of images by using a black background displaying only the 
skeleton, another is to attach the skeleton to the original image. The images are shown in Fig. 6, the results 
were obtained by using different images with the same training methods. After the computations with 100 
epochs, the curve becomes relatively converged. 

 

 
Figure 7:  The recall rates during model training 

 
From the results, we see the method of displaying the skeleton to the original image achieves the best 

results, the model is able to extract more features. By comparing the recall rates, we see that in Fig. 7, 
marking human body in advance is beneficial to improve recall rates, the skeleton is able to provide visual 
features in the feature map compared with the same clothes. 
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(a)                                                 (b)                                                 (c) 

Figure 8:  The prediction on different models with normal samples (a) Original image (b) Black image (c) Color image 
 

 

 
(a)                                                 (b)                                                 (c) 

Figure 9:  The predictions on various models with fall samples (a) Original image (b) Black image (c) Color image 
 

Pertaining to the generalization ability of the three models in the case of a small number of samples, we 
compared two images in Fig. 8 and Fig. 9, which were not utilized in the training set. Through comparisons, 
we see that the model trained with original image has not prediction bounding box in the input samples, the 
other samples have prediction bounding box but with low confidence. Compared with other two methods, the 
predictions are well. The accuracy is improved by removing the background and keeping only the skeleton. 

 

 
Figure 10: The comparison between black background and original image 
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In this paper, we find that not all skiers are marked, even if their skeletons have been identified, but no 
matter their postures are normal or fall, they still did not get a corresponding identification. By adjusting the 
threshold value, we see that they have a lower confidence, the reason may be that the object is too far, too 
small, overcrowding or occlusion as shown in Fig. 10. 

More samples are obtained through altering image enhancement algorithms. For example, in both versions 
of YOLOv4 and YOLOv5, mosaicing is employed for data enhancement through randomly scaling, clipping, 
and rearranging. 

 

 
(a)                                                         (b) 

Figure 11: Marked the skeleton on the original image (a) Skeleton (b) Marked skeleton 
 

In this paper, we are use of YOLO models for cross-validation. Through the input of original images marked 
with color skeleton, we test the model based on the samples that are not appeared in training set, we find that 
the model shows well generalization ability. We notice that this model contains two kinds of inputs: Original 
image and the skeleton image, it also shows that the model has the ability of feature fusion. For skiing videos 
or images, it’s difficult to detect human bodies. By splitting the detection process into two steps, it assists us to 
improve the accuracy of fall detection. In the first step, the “bottom-up” method was employed to detect all the 
key points of human body in the image and then map these key points to individuals. The second step is to 
take use of the deep learning method of visual object detection in end-to-end way, so as to find human bodies 
and identify posture much accurately as shown in Fig. 11. 
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Figure 12: The comparison between original images and skeletons during training 

 

 
Figure 13: The comparison between original images and the images marked with skeletons during training 

 
By analyzing the experimental result, we see that the skeleton recognition method introduced in this paper 

is able to greatly improve the accuracy of visual object detection. Through our comparison, we see that the 
best accuracy rate of object detection by using the original image is 0.76 mAP, the best accuracy rate of 
object detection using only the skeleton is 0.85 mAP as shown in Fig. 12, the best accuracy rate of object 
detection using the original image and skeleton together is 0.94 mAP as shown in Fig. 13. 

5 CONCLUSION AND FUTURE WORK 

In future, continuous improvement is still needed. For example, in our experiment, skiers overlap and 
crossover occurred when clash occurred. Such scenes can be well classified but not easy to detect. At the 
same time, it is necessary to take into account the density of video recorder equipment, which may lead to the 
detection of small objects. In this paper, we are use of object detection incorporating skeleton detection as a 
possible solution to skier fall detection by extracting video frames from surveillance footages. As a 
contribution to this project, we propose to detect human skeleton at first and mark the skeleton on the video 
frames as a method of image enhancement, we improve the accuracy by using visual object detection to 
identify fallen skiers. The object detection accuracy is only 0.76 mAP, after the original image is marked with 
skeleton, the accuracy is improved to 0.94 mAP. In addition, the model has good generalization ability and is 
able to detect visual objects. In this project, we find a new way to reduce human labor, which allows ski 
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resorts to deploy surveillance cameras that provides high-definition videos so as to improve the coverage of 
monitoring and reduce the blind area of injure happenings. 

Using deep learning to assist outdoor rescue [28, 29, 30] is a worthy research trial. There are a lot of 
injuries during skiing time, such as speeding, crashing, foreign inclusion, and so on. Based on the methods 
from deep learning and computer vision as well as intelligent surveillance, we are confident to provide much 
effective solutions [31,32,33,34]. 
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