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Abstract—Glaucoma is an eye disease that can lead to vision
loss by damaging the optic nerve. Although this disease can often
be prevented with early glaucoma detection, lack of discernible
early symptoms makes the diagnosis difficult. Measuring the
cup-to-disc ratio (CDR) is a common approach for glaucoma
detection. Glaucoma can be specified by thinning the rim area
that identifies the CDR value. Clustering and image segmentation
can simply divide fundus images into distinct areas to estimate
the optic disc (OD) and the optic cup (OC). This paper is based
on a robust method, using the improved chaotic imperialistic
competition algorithm (ICICA) for determining the position
of the OD and OC on color fundus images for glaucoma
detection. The predicted OD and OC boundaries are then used
to estimate the CDR for glaucoma diagnosis. The performance
of the proposed method was evaluated by using the publicly
available RIGA dataset. It was found that some of the common
problems of K-means clustering algorithm can be addressed by
the proposed method for achieving better results. Moreover, the
OC and OD regions can be precisely separated from the color
image so that ophthalmologists can measure OC and OD areas
more accurately.

Index Terms—Optic disc, Optic cup, Glaucoma detection,
Improved chaotic imperialist competitive algorithm

I. INTRODUCTION

Glaucoma is the second leading cause of blindness world-
wide, almost 60 million cases reported worldwide in 2010,
and an increase by 20 million is expected in 2020 [1], [2].
It is also the third cause of blindness in New Zealand [3]. If
glaucoma leaves unnoticed, it can cause irremediable damage
to the optic nerve leading to blindness [4]. Thus, diagnosing
glaucoma at early stages is essential [2]. There are various
types of glaucoma. Poor late prognosis of glaucoma causes
vision loss.

In this paper, different types of glaucoma have been in-
vestigated which are defined by the appearance of changes
in fundus images caused by various cases. One of the most
important factors is the intra-ocular pressure (IOP) to resize
optic disc (OD) and optic cup (OC); see Fig. 1. A localisation
of the OD and OC (often the central part of the optic disc),
and finding their borders, are performed by eye specialists
where optic nerve tests include eye fundus examination. The
presence of glaucoma can be identified by noticing optic nerve
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Fig. 1: The optic disk and optic cup as seen on a fundus image
[11]

cupping, i.e. an increase of the OC in size [4]. One of the
main indicators of the disease is the cup-to-disc ratio (CDR)
between the sizes of the cup and the disc [2]. It is considered
to be one of the most representative features of OD and OC
areas for glaucoma detection, and, according to [10], an eye
with a CDR of at least 0.65 is generally declared as being
glaucomatous in clinical practice [4].

Clustering divides data into different clusters which are
considered (e.g. by the applied algorithm) for being useful
for object detection. Cluster analysis is the task of grouping
a set of objects in such a way that objects in the same group
are more similar to each other than to those in other groups
[6], [7]. It is a common technique for statistical data analysis,
used in many fields such as machine learning, image analysis,
pattern recognition, or medical imaging.

Clustering does not use category labels that tag objects with
prior class labels; thus it is named unsupervised learning [8].

In this paper, we focus on partitional clustering and in
particular, a popular partitional clustering method known as
K-means clustering. The well-known K-means algorithm is
one of the widely used algorithms due to its efficiency and
simplicity in data clustering where it measures the distance
between clusters representatives (centroids) and data points to
partition data into K clusters. In most cases, the Euclidean
distance is used as the dissimilarity measure. To find the
best position of the representatives, the K-means algorithm
minimizes the cost function of data variations around the



centroids. However, the initial state may cause the algorithm
to trap into a local optimum and as a result affects the quality
of the final solution.

Recently, the use of meta-heuristic algorithms for solving
the clustering problem has been successful in attracting more
attention [5]. From the perspective of optimization problems,
clustering can be considered as a specific type of NP-hard
problems [9]. These types of algorithms involve search for
finding an optimal solution for an optimization problem, with
reducing the risk of being stuck in a local optimal region.

Motivated by the success of the imperialist competitive
algorithm (ICA) with variant optimization problems, this
paper proposes a novel data clustering algorithm based on
an improved chaotic ICA for cluster analysis. The ICICA
aims to enhance the capability of ICA in exploration without
constraining its exploitation capabilities. In this paper, we
integrate positive benefits of the chaos into ICA to enhance
its performance. Proposed ICICA differs from the standard
ICA in two important aspects: First, a special equation for
assimilation mode is used to discard the local optima which
provides better exploration opportunities for colonies. Second,
in most of ICA implementations, an empire is collapsed and
eliminated when it loses all of its colonies. Nevertheless, in
this paper, we replace one of the weakest colonies of best
empire (low cost) with this imperialist.

The reminder of this paper is structured as follows: Sec-
tion II mention the public dataset that will be used in this
research. Section III all steps of the methodology are explained
such as preprocessing, K-means clustering and ICICA. Sec-
tion IV results of ICICA algorithm which is applied to OC
and OD detection, and section V concludes.

II. MATERIALS

The RIGA [11] dataset has been used in this research. The
RIGA dataset includes three different types of files:

1) Some part of the MESSIDOR [12] database that contains
460 original fundus images with a resolution of 2, 240×
1, 488.

2) The Bin Rushd Ophthalmic Center dataset which con-
tains 195 original images with a resolution of 2, 376 ×
1, 584.

3) The Magrabi Eye Center database that has 95 retinal
images with a resolution of 2, 743× 1, 936.

In total, there are 750 fundus images that are labeled manually
by six ophthalmologists; thus, 4,500 manually marked images
are available in RIGA. All images are saved in JPG and TIFF
formats.

III. METHODOLOGY

The flow chart in Fig. 2 represents our suggested approach
for OC and OD detection on fundus images based on the
ICICA for glaucoma detection; the historic development of
the ICICA is discussed below. The following sections explain
the flowchart.

A. Pre-processing

First of all, detecting a region of interest ROI is an important
part because this is here the area which should include OD and
OC. In a pre-processing stage we consider it as being helpful
to increase the quality (resolution) of the fundus images; this
should precede the segmentation step.

In general, the pre-processing and enhancement stage is
known as being essential for processing medical images. This
stage is used to decrease image noise, highlight edges, and
visualize digital images where needed. Examples of techniques
also used in medical image pre-processing include princi-
ple component analysis (PCA) and superpixels before image
segmentation. A subsequent enhancement stage includes an
increase in image resolution or contrast enhancement for
removing image noise.

A PCA grayscale method [15] has been used to enhance the
quality of brightness when converting the given red-green-blue
(RGB) input images into grayscale. A gamma filter is applied
to have the best possible detection. Ideally, a given medical
image should be sharp and balanced in brightness.

In this paper, noise is removed by using a median filter
of size 11 × 11; due to this filter, intensity variance of
light decreases in the fundus images, and this filter is also
appropriate to maintain the shape of edges and edge locations.

Subsequent superpixel partitioning provides accurate bound-
aries between different tissues; after that, image features are
extracted from each superpixel [14]. Using superpixels leads
to improved accuracy and increases the speed of computation.

In this paper, superpixel segmentation is used to separate
background regions in an image from the foreground, and for
reducing the negative impacts of vessels in the segmentation’s
process. The RGB color space of the images, given prior to
the PCA-grayscale transform, is mapped into an LAB space
for better clustering. The use of the color-opponent LAB color
space simplifies the separation of colors more approximate to
human visual perception. We convert all fundus images from
RGB into LAB color space.

Passing these stages, the fundus images are ready to be used
in the clustering step.

B. K-Means Clustering Algorithm

K-means is a well-known clustering method that was pri-
marily proposed by MacQueen and further developed by
Hartigan and Wong [26]. K-means is an unsupervised learning
algorithm in which the user divides the data (here we consider
each data item as being a pattern) into a set of predetermined
clusters. The clusters are defined by the use of patterns that
identify the related clusters, and are regarded as being the
centroids of the clusters.

For the given data set {x} = {x1, ..., xn} of n patterns, a
value k > 0 is specified, and k centers of k clusters (called
the centroids) are, at first, determined randomly. These are the
initial seeds.

Then, the set {x} is divided into k clusters (i.e. subsets
of patterns) such that each pattern is devoted to that cluster



Fig. 2: Overall approach for fundus image for detecting OC and OD

where the center of this cluster has the closest distance to the
considered pattern.

Then, considering all patterns devoted to the clusters, the
position of the centers will be re-calculated, and the algorithm
will continue this trend till no change (or “nearly no change”)
is made in the position of the centers. This means that all
the patterns have converged into an “appropriate” cluster, and
there is no further change in the clusters.

In this case, the objective function in Eq. (1) is a square-
error function that defines the performance of the algorithm;
it is applied for minimizing the following error term:

f =

k∑
i=1

n∑
j=1

‖xj − µi‖2 (1)

where µi represents the center of the ith cluster, and ‖xj−µi‖
is the Euclidean distance of the jth pattern from the center of
the kth cluster, for j = 1, . . . , n and i = 1, . . . , k.

C. Imperialist Competitive Algorithm

The imperialist competitive algorithm (ICA) is one of the
most recently developed meta-heuristic optimization algo-
rithms that has been developed based on a socio-politically
motivated strategy. The main idea behind this algorithm is to
divide countries into two types, imperialistic countries and the
colonies [9], [16]–[19].

Imperialistic competition and assimilation policy result in
the convergence of colonies towards an optimal position. The
efficiency of ICA as an excellent optimization method has been
proved in various fields such as data clustering [21], hybrid
flow scheduling problems [22], traveling salesman problems
[23], skin color detection [24], multilayer perceptron weight
optimization, and for artificial neural networks [25].

The ICA simulates a socio-political process of imperialism
and imperialistic competition. This algorithm contains a pop-
ulation of agents or countries. Like other evolutionary algo-
rithms, the ICA begins with a random primitive population in
which each individual of the population represents a country.
Countries in the ICA are similar to the chromosomes in a

genetic algorithm (GA). At the initial stage, some of the best
countries (less costly) are selected as imperial countries, and
survivors are considered to be colonies of the imperialists [38].

Then colonies are divided between imperialists with regard
to the power of the imperialists. After dividing all the colonies
between the imperialist countries, the colonists move towards
their related imperialists with regard to the cultural space. A
collection of imperialist countries and some colonies make up
an empire.

These empires compete with each other, and sometimes
replace each other. The survival of an empire depends on its
power and the way it controls its colonies against other rivals.
The power of the larger empires increases with the collapse
of smaller empires. As the result of the repetition of this
competition among empires, the colonies’ power comes close
to the power of their imperialists, which is an indication of
convergence. The upper limit of the imperialistic competition
occurs when there remain only one imperialist and a number of
colonies that are the closest colonies to the imperialist country
with respect to position. The ideal situation is when colonies
enjoy the same status and power as the imperialist.

D. Improved Chaotic Imperialist Competitive Algorithm

Chaos is one of the most important research achievements
of nonlinear systems. A limited, unstable, dynamic behavior
that is dependent and sensitive to initial conditions covers the
infinite irregular periodic movements in the nonlinear systems.
Although it appears to be random, it occurs in a definite
nonlinear system in definite conditions [13], [26], [28], [29].

Many of the chaotic maps in the literature possess confi-
dence, ergodicity, and random features and qualities. Instead
of random sequences, chaotic sequences have been recently
used for various applications due to their relatively good and
very interesting results [31], [32]. They have also been used
in association with some stochastic instead of exploratory
optimization algorithms for the expression of optimization
variables [33]–[35]. The selection of chaotic sequences are
justified theoretically mainly due to their unpredictability fea-



ture, such as their wide range, irregularity, complex temporal
behavior, and ergodic features and qualities.

In random-based optimization algorithms, the technique of
using chaotic variables instead of random variables is called
chaotic optimization algorithm. Optimization algorithms based
on chaos theory [36] are random search methods that are
different from swarm intelligence or any other existing evolu-
tionary calculation methods. As chaos is not repeated, these
methods do the total search with higher speed compared to
random search that is dependent on probabilities.

When a random number is required in the ICA algorithm,
it can be produced through the repetition of one stage of a
selected chaotic map that is started from one of the random
primary conditions in the first ICA repetition. Uni-dimensional
irreversible maps are the simplest systems, possessing the
ability of producing chaotic movements [37].

In the rest of this paper, we evaluate some of the famous
uni-dimensional maps for glaucoma detection. In this paper,
ICICA is proposed for the segmentation of the fundus images.
The proposed technique uses the ability of the improved
chaotic imperialistic competition algorithm, a meta-heuristic
algorithm based on chaotic and imperialistic competition
algorithm for the clustering and the detecting appropriate
segmentation of the fundus images.

In 2012, Talatahari et al. [27] presented a chaotic imperialist
competitive algorithm. This algorithm is formed by modifying
the movement stage of the original algorithm. Considering the
movement process of the ICA, by substituting the random
numbers for the ICA parameters with sequences generated
from chaotic systems. The algorithm not only uses different
chaotic map values but also utilizes the orthogonal colony-
imperialistic contacting line instead of θ for deviation of the
colony as follows:

{x}new = {x}old + β × d× {cm} ⊗ {V1}
+cm× tan(θ)× d× {V2},
{V1} . {V2} = 0, ‖ {V2} ‖ = 1

(2)

where β is a parameter whose value is greater than 1 and
d is the distance between the colony and the imperialist
Fig. 3. {V2} is perpendicular to {V1}, since this vector must
cross the point obtained from the two first terms. {cm} is
a chaotic vector based on the selected map and the sign ⊗
denotes an element-by-element multiplication. However, in
multi-dimensional problems like clustering, the calculation of
{V2} is a very complicated task and is mathematically difficult.

Therefore, in this paper we change the movement step as
follows:

• First, different chaotic map values are utilized for differ-
ent components of the solution vector in place of only
one value (2).

• Second, it is possible to obtain a random value for θ in
third terms of the (2) that will be randomly changed in
(0, 1) at each iteration.

For a proper exploration and escape from local minima, the
value of the selected chaotic map in (2) with initial random

Fig. 3: Movement of colonies toward their relevant imperialists
[27]

value is calculated in each iteration. The equation is modified
by

{x}new = {x}old + β × d× {cmk} ⊗ {V1}
+ {cmk} × tan({θk})× d

(3)

where in (3) {cmk} is the kth chaotic vector, {θk} is the kth
vector of θ values that will be randomly in the range of (0, 1)
at each iteration.

Equation (4) of the circle map in chaotic map is as follows,
and It is used to generate chaotic sequences that are required
at each time of the algorithm. The random numbers are
replaced by these chaotic sequences in the original imperialist
competitive algorithm [30]:

Xn+1 = Xn + b−
( a
2π

)
sin (2πXn)mod (1) (4)

Given a = 0.5 and b = 0.2, this chaotic map produces chaotic
sequences in the interval (0, 1).

IV. EXPERIMENTS AND RESULTS

The proposed algorithm was applied to the RIGA dataset
while both color conversion and ICICA clustering techniques
were used Fig. 4.

Moreover, the K-means algorithm was applied to the pre-
processed images of fundus for comparison by calculating the
root mean square error (RMSE) [39].

For extracting the ROI from fundus images, the lowest
RMSE was selected to find the background by drawing a box
around the center of the cluster Fig. 4d. Then, the ROI images
were considered as input for the ICICA algorithm to extract
the OD and OC.

Upon color transformation of images from gray level to
RGB, and then to LAB color space, the ICICA was employed
to cluster the input image and segment its pixels. However, the
clustering may lead to the production of separate regions with
black holes or dots. Furthermore, Otsus̀ model was applied to
obtain the final segmented regions. The following test shows
how the proposed algorithm was used to detect OD and OC
on fundus images Fig. 5.

After transferring the original gray image to RGB and then
to LAB color space, the approach produced three components



(a) input (b) remove background (c) PCA-grayscale (d) ROI (e) Ophthalmologist

Fig. 4: Preprocessing and extraction of a region of interest [11]

(a) ROI (b) Grayscale PCA on ROI (c) Gamma filter (d) Color map (e) Superpixel

(f) Output superpixel (g) OC cluster with ICICA (h) OD cluster with ICICA (i) Proposed method OC (j) Proposed method OD

Fig. 5: OC and OD detection results [11]

of “L” for light intensity, “A” related to the color distribution
along the green-to-red axis, and finally “B” for color located
along the blue-to-yellow axis. Therefore, all information re-
lated to color is located in “A” and “B” layers.

The difference between two colors can be measured through
the measurement of their Euclidean distance. The ICICA
clustering algorithm was used to classify color in the “A
B” color space. This algorithm, like the K-means clustering,
requires specification of a number of clusters and distance
measurement criteria to detect the degree of closeness of
objects together.

Given the fact that the information related to the existing
color was located in the “A B” color space, the objects were
pixels with “A” and “B” value that were classified in to three
clusters by ICICA clustering algorithm and Euclidean distance

metrics.
Figure 5 shows the results of applying the ICICA algorithm

to the processed images and extracting the final results are
shown in Fig. 5i and Fig. 5j as comparative performance
evaluation.

The OD and OC regions were marked by ophthalmologist
manually as shown in Fig. 4e. It should be noted that the RIGA
database was annotated by six different ophthalmologists,
which in most cases the decision had not been the same.

V. CONCLUSIONS

Image clustering is used to describe high level of image
contents which plays an important role in solving pattern
recognition problems and medical image processing.

An image segmentation method based on ICICA and color
conversion techniques is proposed for segmentation of retina



images. The presented evaluations on fundus images show
encouraging results.

In order to achieve a better performance, after de-noising the
images using the median filter and improving the quality of the
image, the clean image was converted to RGB and then to the
LAB color space. Then, the ICICA clustering algorithm was
employed to cluster the images and label the pixels. Finally,
the Otsu method was used to completely segment the OC and
OD.

The proposed method avoids the common problems of k-
means clustering algorithms, such as dependence on initial
values and early convergence that cause poor results.

In order to evaluate the performance of the proposed
method, the final results were compared with the results of
K-means clustering using the RMSE parameter. According to
the results, the OC and OD regions can be precisely sepa-
rated from the color image and the proposed method enables
ophthalmologists to measure OC and OD areas accurately.
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