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Abstract. Using image sequences as input for vision-based algorithms
allows the possibility of merging information from previous images into
the analysis of the current image. In the context of video-based driver
assistance systems, such temporal analysis can lead to the improvement
of depth estimation of visible objects. This paper presents a Kalman
filter-based approach that focuses on the reduction of uncertainty in dis-
parity maps of image sequences. For each pixel in the current disparity
map, we incorporate disparity data from neighbourhoods of correspond-
ing pixels in the immediate previous and the current image frame. Similar
approaches have been considered before that also use disparity informa-
tion from previous images, but without complementing the analysis with
data from neighbouring pixels.
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1 Introduction

Disparity (depth) estimation obtained form stereo algorithms is commonly used
to provide basic spatial data for complex vision-based applications [Zhihui 2008],
such as in vision-based driver assistance [Franke et al. 2005]. Many applications
require a very high accuracy of disparity values, often depending on the appli-
cation context (e.g. accurate disparity discontinuities in driver assistance, and
accurate disparities within object regions in 3D modelling).

The following three approaches have been followed to improve disparity
estimation. First, the design of new or the improvement of existing strate-
gies for stereo matchers (e.g. local, global, semi-global, or hierarchical). Sec-
ond, improvements of cost functions (e.g., sum of absolute differences, census
transform, or gradient-based cost functions) or smoothness constraints (e.g.
Potts model, or truncated linear penalty) used within such a matching strat-
egy. Third, some manipulation of input images (e.g. residuals with respect to
some smoothing, or edge detection; see [Vaudrey and Klette 2009]) or some post-
processing of obtained disparity maps (e.g. consistency checks or mean filters;
see [Atzpadin et al. 2004]).

In this work we discuss post-processing of disparity maps using available
temporal information in the context of vision-based driver assistance systems
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(DAS). The input of such a system is a continuous stream of images, thus it
is possible to use the information contained in the temporal domain by incor-
porating disparity values from previous frames into measured disparity value
in the current frame. The intention is to reduce the influence of miscalculated
disparities in the overall disparity map.

Information contained in the temporal domain has been used before. For
example, in [Morales et al. 2009], an ’alpha-blending’ of disparity values calcu-
lated at current and previous image frames lead to an improved performance
for the currently measured values. This model did not yet consider the ego-
motion induced by the ego-vehicle (i.e. the vehicle where the system is operating
in; see Fig. 1, left), nor the independent motion of other objects in the scene.
[Badino et al. 2007] merged previous and current information using an iconic
(pixel-wise) Kalman-based approach [Matthies et al. 1989] and ego-motion in-
formation (yaw and speed rate). This approach was designed to improve dis-
parity measurements in regions of input images where visible motion was only
induced by ego-motion, and not by motion of other objects. The latter method
was extended in [Vaudrey et al. 2008a] by adding a disparity rate term to the
Kalman filter. The goal was to improve disparity measurements for objects that
move relatively to the ego-vehicle in longitudinal direction.

Post processing of disparity maps can also aim at optimizing disparity val-
ues by considering disparity values within a neighbourhood of the current pixel
(i.e. using data from the spatial domain). [Morales et al. 2009] used the same
alpha-blending approach for modifying the disparity value at a pixel by us-
ing disparity values of the ’north’ and ’south’ neighbours. Again, no ego- or
independent motion was taken into account. In this paper we improve dispar-
ity maps by reducing the uncertainty in calculated values using information
from both, the spatial and the temporal domain. The Kalman filter used in
[Badino et al. 2007,Vaudrey et al. 2008a] is now modified such that data from
the spatial domain can also be used. Spatial information is used from the previ-
ous and the current disparity maps, and can be taken from an arbitrarily defined
neighbourhood. (Actually, those should be not too large.) We perform experi-

Fig. 1. Frame 47 from a rendered data set. Left : Segmented objects used for different
approaches. The blue car is static w.r.t the ground while the green car moves away
from the ego-vehicle. – Colour encoded (red close, blue far) ground truth (Middle) and
a disparity map obtained with a semi-global matching algorithm (Right).



Spatio-Temporal Stereo Disparity Integration 3

ments with a computer-generated sequence (i.e. with available ground truth) to
compare results using both data domains separately for filtering, or both in com-
bination. The rest of this paper is structured as follows. We start in Section 2
with recalling briefly the structure of Kalman filters. In Section 3 we describe
the proposed approach. Section 4 reports and discusses results obtained in our
experiments. Section 5 concludes.

2 Kalman Filter

We briefly recall the linear Kalman filter [Kalman 1960] as commonly used for
a discrete dynamic system [Kuo and Golnaraghi 2002]. Given the system

xt = A · xt−1 + B · ut + v (1)
yt = B · xt−1 + w

The Kalman filter is defined in two steps. First, the information from the previous
step is incorporated into the filter by generating a predicted state

xt|t−1 = A · xt−1|t−1 (2)

Pt|t−1 = A ·Pt−1|t−1 ·AT + Q

We use the notation t|t− 1 to denote that we are in an intermediate step between
t and t−1, while t− 1|t− 1 denotes the state obtained with the Kalman filter at
time t−1. Matrix Q represents the process noise variance (obtained from vector
v) and Pt|t−1, denotes the covariance matrix of the error of xt|t−1 compared to
the true value xt|t.

In the second step, the predicted state is corrected using data from the current
state (via the measurement vector yt) and the predicted matrix Pt|t−1:

xt|t = xt|t−1 + Kt

(
yt −H · xt|t−1

)
(3)

where Kt = Pt|t−1 ·HT
(
Ht ·Pt|t−1 ·HT + R

)
(4)

is the Kalman gain as derived in [Kalman 1960]. It follows that

Pt|t = (I−Kt ·HT )Pt|t−1 (5)

This is an iterative process. The initial state x0|0 and the initial covariance matrix
P0|0 need to be selected.

3 Approach

The basic idea of our approach is to incorporate disparity information contained
in the spatial domain, as reported in [Morales et al. 2009], into the Kalman
filter approaches presented in [Badino et al. 2007,Vaudrey et al. 2008a]. These
previous Kalman filter approaches were designed to handle different kinds of
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moving objects. In [Badino et al. 2007] the interest was on the improvement of
disparity values for static objects in the scene, while in [Vaudrey et al. 2008a] the
model was about longitudinal movements with respect to ego-motion. We aim
at enhancing both methods by adding data from the disparity spatial domain.

By means of a Kalman filter, we merge temporal and spatial information.
For simplicity we use an iconic Kalman filter [Matthies et al. 1989] (i.e. we use
an individual Kalman filter for each pixel under consideration). In each iteration
we obtain a new disparity value for each pixel using both spatial and temporal
information. For doing so it is necessary to consider the motion of 3D world
points that define pixels in the disparity map. Each pixel in an initial disparity
map will be followed as the image sequence advances in time (as long as still vis-
ible in the current frame). This is done by considering ego-motion and disparity
rate.

Let p be a pixel of a disparity map calculated at time t, and p1, . . . , pn are
adjacent pixels of it with n ≥ 1. Our presentation of formulas is for n = 2 only;
it generalizes for arbitrary neighbourhoods. The pixel p represents a 3D world
point P projected into the image plane at time t. Let p also denote the projection
of P at time t+1 besides knowing that its position on the image plane is actually
different due to ego-motion or possible independent motion of P . The disparity
value assigned to p is also expected to change through the sequence.

Consider the dynamic system defined at time t by the state vector xt and
the transition matrix A, given by

xt =


dp

d1

d2

ḋ

 and A =


α β γ ∆t
0 1 0 ∆t
0 0 1 ∆t
0 0 0 1

 (6)

where d∗ denotes disparity values corresponding to p and two adjacent pixels
p1 and p2; value ḋ is the disparity rate as introduced in [Vaudrey et al. 2008a].
Values α and β control the interaction of disparity values of pixels p, p1, and
p2. (In our experiments, we use α = 0.8 and β = γ = 0.1). The parameter ∆t
represents the time elapsed between two consecutive frames. We assume that
the noise vector v associated to the system (see Section 2) is Gaussian with zero
mean and standard deviation σd for all disparity values and σḋ for disparity rate.

Measurement data are not available for the disparity rate. Measurement con-
tains all the involved disparity values, thus we can also consider the spatial in-
formation in a frame at time t. Therefore, the dimension of the measurement
vector yt is n+ 1, and matrix H equals

H =

1 0 0 0
0 1 0 0
0 0 1 0

 (7)

The noise vector w associated to the measurements taken from the system is
assumed to be the same for all of its coordinates: Gaussian with zero mean and
with a standard deviation σv.



Spatio-Temporal Stereo Disparity Integration 5

To start the filtering process we need to define the initial state and the
initial covariance matrix. The initial state is defined using the disparity values
of p and its neighbours calculated with a given stereo algorithm at time t = 0.
The disparity rate is set to be zero. The covariance matrix is defined by

P0|0 =


σ2

d σdd1 σdd2 σdḋ

σdd1 σd2
1
σd1d2 σd1ḋ

σdd2 σd1d2 σd2
2
σd2ḋ

σdḋ σd1ḋ σd2ḋ σḋ2

 (8)

where, for example, σdḋ = σd ·σḋ . Recall that we assumed that all the calculated
disparity values have the same variance.

Once the filter has been initialized, we can start the iteration process. Assume
that we have already calculated t− 1 steps and that xt−1|t−1 is available. After
the prediction step at time t, the first coordinate of xt|t−1 contains information
about a neighbourhood (a 2-neighbourhood in this case) of the disparity map
calculated at time t− 1.

Before applying the Kalman update process it is necessary to update the
position of pixel p (i.e. the visible move of the 3D world point P between t− 1
and t). This is done by calculating the relative motion of P with respect to the
ego-vehicle, and this is done in tow steps.

First, the motion induced by the disparity rate is incorporated into P . This
motion is away from the ego-vehicle and in the same direction. Thus, only
the Z coordinate will be modified. Second, the positional change induced by
ego-motion is considered. We use only speed and yaw rate (i.e. the bicycle
model [Franke et al. 2005]) and assume that they are noise free. Roll and pitch
are not included into our model, but both do have a minor influence for vision-
augmented vehicles.

Once the position of p in frame t is known, we calculate the measurement
vector yt from the disparity map at time t. This vector is then used to generate
the corresponding Kalman gain. Note that from the design of our system [see
Equation (2)], disparity information from neighbouring pixels of p at time t is
included in the measurement vector.

This measurement vector can now be used to calculate the Kalman gain
in order to obtain the updated state, so the next iteration at time t can be
performed. To avoid noisy states in both steps of the Kalman process, we follow
the validation rules suggested in [Vaudrey et al. 2008a].

For adding temporal information to the approach of [Badino et al. 2007] it is
necessary to remove the disparity rate term from the state and modify accord-
ingly the rest of the dynamic system presented in Equation (6).

4 Experiments and Results

We perform experiments using the Sequence 1 [Vaudrey et al. 2008b] from the
Set 2 from [EISATS 2011]. It is a computer generated sequence representing a
driving scenario with available stereo ground truth; see Figure 1, middle. The
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ego-vehicle drives straight through the whole sequence. Thus we assume a con-
stant yaw rate of 0 degrees and a speed of 6.99 m/s, calculated from the ground
truth and an assumed frame rate of 25 frames per second.

As stated in Section 3, the method proposed in [Vaudrey et al. 2008a] (dy-
namic method from now on) was designed to improve the calculated dispar-
ity values from objects moving away but in the same driving direction of the
ego-vehicle. We segmented from the test sequence (100 frames) a vehicle whose
movement fulfils such requirements. For the experiments using the approach in-
troduced in [Badino et al. 2007] (now called the static method) we segmented a
static vehicle (53 frames) with respect to the ground. In Figure 1 left, the green
vehicle is moving away from the ego vehicle, while the blue one is totally static.

For generating the disparity data we use a semi-global matching (SGM) stereo
algorithm [Hirschmüller 2005], with a four-path configuration and the census
transform as cost function (see [Herman et al. 2011]). See Figure 1, right, for a
sample disparity map. As expected with noise-free stereo pairs, the SGM results
were ‘very close’ to the ground truth, letting almost no room for improvement.
All the filtered results were slightly worse than the raw stereo results, as already
reported in [Morales et al. 2009]. However, this previous study reported that
using either spatial or temporal post-processing leads to improvements when
using noisy sequences which resemble real-world data.

Experiments were made for neighbourhoods with n = 1, 2, 4, 8 adjacent pix-
els, both for the static and the dynamic method. For each frame, we calculate
the mean of all the disparity values within the corresponding region of interest
(i.e. the moving vehicle for the dynamic method and the static vehicle for the
static method). We then compare with available ground truth.

The parameters to initialize the Kalman filter for the dynamic method are
as follows (for n = 2 and analogously for the other cases): The initial state was
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Fig. 2. Average disparity in the region of interest for the static (left) and the dy-
namic (right) method. Both plots show ground truth (GT), the results using only data
from the temporal domain (Temporal), and when using the spatio-temporal approach
(Spatial 4) with n = 4.
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filled up with data from the disparity map calculated for the first available stereo
pair; except for the disparity rate term, which was set to zero.

For the matrix A, let α = 0.8, β = γ = 0.1 and ∆t = 0.04 (i.e. an assumed
frame rate of 25 frames per second).

The entries of the covariance matrix P0|0 were initialized with the following
values: σ2

d∗ = 0.3, assuming an imperfect disparity map. σd∗d∗ = 0.5, a relative
large value to represent large correlation between the pixel under analysis and
its neighbours. σd∗ḋ = 0.0001, to show a low correlation between the disparity
values and the disparity rate. d∗ represent either d, d1, or d2. Finally, σḋ2 = 1, a
relative large value to express high uncertainty in the initial disparity rate. - The
parameter initialization for the static method is analogous. It is only necessary
to remove the terms where the disparity rate is involved and modify the matrices
accordingly.

The results for the dynamic method show an improvement when using data
from the spatio-temporal domain (for n = 1, 2, or 4) compared to when just
using the temporal domain. See Figure 2. The results improve according to the
size of the neighbourhood, being the best for n = 4. For n = 8, the results were
not satisfactory. As expected, a large neighbourhood degrades the final disparity
value. The results are summarized in Table 1, presenting the average deviation
from the ground truth for the whole sequence and for all the considered settings.

For the static method we obtained similar results. The spatio-temporal ap-
proach (for n = 1, 2, or 4) shows a better performance than the temporal
method. See Figure 2. The best performance was archived when using n = 4,
and the worst was measured for n = 8. However, in this case, for n = 8 the re-
sults were still better than when just using the temporal approach. Interestingly,
the average deviation for the whole sequence for SGM and n = 4 is almost the
same. See Table 1. For some frames, the average disparity value was closer to the
ground truth when using the spatio-temporal approach than with the original
SGM algorithm.

5 Conclusions

In this paper we present a method for post-processing disparity maps using a
spatio-temporal approach. We use an iconic Kalman filter approach for merging
data from both domains.

SGM Temporal n = 1 n = 2 n = 4 n = 8

Mobile 0.11 0.41 0.18 0.16 0.15 3.14
Static 0.10 0.28 0.12 0.12 0.10 0.22

Table 1. Average deviation from the ground truth for each one of the methods. SGM
stands for the raw stereo results. Temporal is for the exclusively temporal approach.
The rest are for the spatio-temporal methods, where n indicates the size of the neigh-
bourhood
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Obtained experimental results (this short paper only discusses one sequence
given with ground truth) showed improvements compared to original or either
only temporal or only spatial post-processing. We suggest to use the combined
approach for filtering out noisy values in disparity maps generated for stereo
sequences recorded in the real-world.

Future work will quantify improvements on real-world sequences using the
prediction-error approach as discussed, for example, in [Morales et al. 2009].
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